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The growing need for new microorganisms with novel metabolic capabilities has
urged scientists to search for life in extreme environments. With the rapid progress in ex-
perimental methods, it is possible to isolate new microorganisms at high speeds but the
bottleneck in this process is the biochemical characterization due to time and financial
limitations. Inferential hierarchical clustering of new isolates may help to overcome this
problem. In this work, discriminant function analysis, used in conjunction with principal
component analysis (PCA) was able to rapidly discriminate eight new isolates using met-
abolic footprints (spectral data from electrospray injection mass spectrometry) and the
results were compared with clustering based on the Euclidean distances computed both
in the domain of original data and in the domain of PCA-transformed data. The presence
of the replicates on the adjacent leaf nodes of dendrograms obtained by hierarchical clus-
ter analysis confirmed the reliability of the method. This attractive tool is applicable to
a chemical/biological system, which involves complex samples that can be analyzed by
high-throughput instruments.
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Introduction

Extremophiles that live under extreme saline
conditions are called halophilic microorganisms. In
view of the increasing importance of extremozymes,
halophiles are gaining special interest. Halophilic
microorganisms are important sources of enzymes
including DNAses, lipases, amylases, gelatinizes,
and proteases, which are capable of functioning un-
der high concentrations of salt that lead to precipi-
tation or denaturation of most proteins. Moreover,
halophilic microorganisms are sources of metabo-
lites such as ectoine and betaine, which are used as
stabilizers for biomolecules and whole cells. Their
ability to oxidize hydrocarbons in the presence of
salt makes them important microorganisms for bio-
logical treatment of saline ecosystems contaminated
with petroleum products.1 Within this group of mi-
croorganisms, moderate halophiles receive special
interest for their metabolic capabilities owing to
their growth in a wide range of salt mass fractions.2

The growing demand for stabilizer metabolites
and proteins stable under high salt mass fractions in
different industrial applications has focused atten-

tion on a number of new salinity environments for
production by novel microorganisms.3,4 Microor-
ganisms are being isolated from new environments
at an unpredictable speed enabled by the rapid
progress in experimental methodologies. However,
biochemical characterization is essential for under-
standing the metabolic capabilities of the isolates to
evaluate their industrial importance and move on to
bio-process optimization. Unfortunately as the
number of isolates to be analyzed increases expo-
nentially, it becomes more difficult to perform each
individual biochemical analysis due to time and fi-
nancial limitations. For routine purposes, it would
be ideal first to cluster the new isolates based on
their metabolic similarities prior to extensive char-
acterization. The substrates and the products of the
complex network of many metabolic reactions are
present in the culture broth. Therefore the analysis
of the cocktail of metabolites left behind or secreted
into the medium, footprints, is the closest indicator
of metabolic state of a microorganism.5,6 Its analy-
sis may be used for inferential clustering of newly
isolated microorganisms. Once the clusters are
identified, only the selected analyses for each group
of microorganisms will be carried out. This will
help to reduce the time and money required for ex-
tensive experimental labor.

Footprints are complex biological samples,
therefore their analysis necessitated developments
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in analytical instrumentation and physical-chemical
spectroscopic methods. The advent of soft ioniza-
tion techniques, such as matrix-assisted laser
desorption/i ionization and electrospray ionization
(ESI), has enabled the mass spectrometric analysis
of both large molecular weight compounds such as
proteins and low molecular mass metabolites such
as amino acids, nucleotides etc.7,8 Electrospray ion-
ization mass spectrometry (ESI-MS) in which the
samples are in liquid phase, is a tool for the repro-
ducible analysis of complex biological samples.2,9,10

ESI-MS is very attractive for rapid and high
throughput automated analysis since it does not re-
quire an analyte separation or clean-up step.

Multidimensional spectra from such high-
-throughput instruments give quantitative informa-
tion about the total biochemical composition of a
sample but their interpretation requires unsuper-
vised pattern recognition methods.11 Goodacre et
al.10 have shown that with the combination of unsu-
pervised- and supervised-learning methods, such as
principal component analysis (PCA), independent
component analysis, factor analysis, discriminant
function analysis (DFA), artificial neural networks
and hierarchical cluster analysis (HCA), it is possi-
ble to seek for clusters and group complex biologi-
cal samples. This approach has been proved to be
useful for clustering with great accuracy, selectivity,
and sensitivity.10�16

Even though much work has been done on the
analysis of footprints, these research efforts have
been confined to type strains, microorganisms that
have already been characterized. In this work, using
their footprint analysis from ESI-MS, eight new
isolates (from Çamaltr Saltern in West cost of Tur-
key) were inferentially clustered using three differ-
ent methods and the results were compared in terms
of interpretability of the dendrograms obtained via
HCA. Based on their salt tolerance, the isolates were
initially characterized as moderately halophilic
microorganisms and therefore moderately halophilic
type strains Halomonas salina and Halomonas
halophila were taken as precursors. The hierarchi-
cal tree constructed helped visualize the fine differ-
entiation of the new isolates. This methodology that
is based on metabolic differences proved to be
rapid, automated and inexpensive for preliminary
analysis and structuring.

Experimental

Soil samples collected from Çamaltr Saltern in
West cost of Turkey were diluted serially in w � 20 %
NaCl on agar plates containing yeast extract (0.5 %),
sodium citrate (0.3 %), MgSO4 · 7H2O (0.2 %), KCl
(0.2 %), NaCl (20 %). Colonies were selected after

1 week of growth (39 °C) based on shape, size and
pigmentation. Type strains H. salina (DSM 5928)
and H. halophila (DSM 4770) were purchased from
DSMZ. E. coli K12, grown in LB, was from our
laboratory stock. Chemicals used were from Merck
AG (Darmstadt, Germany) and Sigma Chem. Ltd.
(USA).

Morphological, cultural, physiological and bio-
chemical properties of the isolates were determined
as suggested by Sneath et al.17 Isolates were grown
in the above medium containing 0–25 % NaCl to
determine salt tolerance. Eight microorganisms that
have grown at salt mass fractions between 5–20 %
were selected. Gram staining was performed using
Gram Staining Kit (Biomerieux).18 Effect of tem-
perature was monitored by growth at � � 37, 45,
55, and 65 °C. Carbohydrate utilization was deter-
mined as described by Oren et al.19 Oxidase,20

catalase21, DNase, urease, Tween 80, Tween 20 and
indol productions in addition to gelatin degradation
and starch hydrolyses were tested using the proce-
dures described earlier.17,18,22,23 Substrate mass frac-
tions used were w � 1 % gelatin, 1 % soluble
starch, and 0.1 % Tween 80 and Tween 20, respec-
tively. Reduction of nitrate to nitrite was deter-
mined in tubes containing 10 mL of liquid medium
supplemented with 1 % KNO3. Durham tubes were
used to examine the presence of gas and nitrite ac-
cumulation.17 Medium with 0.001 ‰ phenol red
and yeast extract reduced by w � 0.5 % was used
to determine acid production from different sugars
(w � 1 % final fraction). Sodium citrate was not
added to this medium.

To obtain the footprints, cells were grown in
DSM 593 medium (37 °C, 180 rpm). Supernatant
from the harvested cells were passed through
0.45 �m filter units and then diluted 10-fold in 30 %
methanol containing 0.1 % formic acid. Mass spec-
tra were collected by ESI-MS (Waters/Micromass)
in positive ion mode from m/z 65 to 1500 for 50
scan cycles with a flow rate of Q � 50 �L min�1.
MS optimization led to the following conditions:
capillary voltage 3000 V, source temperature 80 °C,
desolvation temperature 300 °C, desolvation gas
flow rate at Q � 200 L h�1, sample cone voltage
30 V and extraction cone voltage 2 V. Samples
were analyzed in duplicate.24

Statistical methodology

The data consisted of spectral results as inten-
sity vs. m/z values for the isolates and the type
strains. The data were labeled as Mi

A and Mi
B

(i � 1,…,10) where the index i designates microor-
ganisms and the letters A and B indicate duplicate
analysis of identical samples. The assignment of the
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letters A and B was done at random; i.e. Mi
A could

also be labeled as Mi
B. In the raw spectroscopic

data, the m/z values ranged from 50 to 1500 m/z for
all samples. Since there were no peaks in the
m/z < 100 and m/z > 800 regions, these sections of
the data were removed and, for all samples, only the
range 100 < m/z < 800 was used. Four representative
samples of these 20 spectra are given in Fig. 1.

The row size of the raw spectroscopic data
(maximum number of rows) ranged from 62780 to
66808 and each column had irregularly spaced m/z
values. In order to perform PCA, the columns
needed to have equal lengths and common m/z val-
ues. However, both the number of data points and
the m/z values in the chromatograms were different
for different microorganisms. This problem was
solved using a resampling technique, which trans-
formed all columns of the data to an equal length
with unique m/z values. Each column of the data
was normalized to 0–1 range and Matlab’s interp1
function with the nearest-neighbor interpolation op-
tion was used to resample each column to 62780

rows. Regularly spaced m/z values between 100 and
800 were used as interpolation points identically for
all the columns. Thus, the data could be represented
as a matrix, X � [ M1

A … M10
A | M1

B … M10
B ],

with 62780 rows and 20 columns. This method pre-
served the peak positions and heights.

Following this pre-processing, the initial stage
involved the reduction of the row dimension of the
ESI-MS data by PCA. PCA is a statistical technique
for finding patterns in data matrix of high dimen-
sions to highlight their similarities and differences
using simple mathematical concepts such as stan-
dard deviation, covariance, eigenvectors and
eigenvalues. PCA is a linear projection method that
defines a new dimensional space, the variables of
which are called principal components (PCs). PCs
are linear combinations of the original variables and
each one is orthonormal to the others. PCA maxi-
mizes the variance along the PC axes which are
aligned in the directions of significant variances in
the original data. Thus, PCA reduces the dimension
of the data by capturing the most significant varia-
tions (information) along the first few PCs. As the
number of PCs increases, a larger fraction of the to-
tal information content is accounted for.25,26

DFA is commonly used to classify cases into
different groups by determining a variable by which
members in a group differ through its mean. DFA
then uses that variable to predict group membership.
For DFA within a group, first, the discriminating (in-
dependent) variables are found. Then using a linear
combination of these discriminating variables such
that L � b1x1 � b2x2 � … � bnxn � c, where the b’s
are discriminant coefficients, the x’s are discriminat-
ing variables, and c is a constant, a discriminant
function (DF) is created. Those variables with the
largest (standardized) discriminant coefficients are
the ones that contribute most to the prediction of
group membership. DFs will be independent or or-
thogonal, that is, their contributions to the discrimi-
nation between groups will not overlap. Computa-
tionally, a canonical correlation analysis that will de-
termine the successive DFs and canonical roots (the
term root refers to the eigenvalues that are associated
with the respective canonical function) is performed.
There is one DF for a 2-group discriminant analysis
but in general the maximum number of functions
will be equal to the number of groups minus one, or
the number of discriminating variables in the analy-
sis, whichever is smaller.27,28

The first DF maximizes the differences be-
tween the values of the dependent variables. This
first function will be the most powerful differentiat-
ing dimension. The second function is orthogonal
to the first one (uncorrelated with it) and maximizes
the differences between values of the dependent
variables, and so on.27
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F i g . 1 – Normalized raw spectroscopic data of footprints
from ESI-MS of isolates M4, M6 and H. salina
(DSM 5958, M9) and H. halophila (DSM 4770, M10)



When interpreting multiple DFs, which arise
from analyses with more than two groups and more
than one variable, one would first test the different
functions for statistical significance, and only con-
sider the significant functions for further examina-
tion. Then the standardized b coefficients should be
analyzed. The larger the standardized b coefficient,
the larger is the respective variable’s unique contri-
bution to the discrimination specified by the respec-
tive discriminant function. However, these coeffi-
cients do not tell between which of the groups the
respective functions discriminate. The nature of the
discrimination for each DF can be identified by
looking at the means for the functions across groups.
How the two functions discriminate between
groups can also be visualized by plotting the indi-
vidual scores for the two discriminant functions.28

DFA is not performed on the original spectra
because one cannot feed co-linear variables into
DFA. The starting point for DFA is the inverse of
the pooled variance-covariance matrix within a pri-
ori groups. This inverse can only exist when the
matrix is non-singular.29,30 Generally

(Ns � Ng � 1) > Nv

where Ns is the number of samples, Ng is the num-
ber of groups, and Nv is the number of inputs (vari-
ables; i.e., mass intensities for MS). Singularity can
be caused by collinearity, and PCA removes
collinearities while also reducing the number of in-
puts to the DFA algorithm (as explained in Timmins
et al.14 and Goodacre et al.31).

DFA was used to discriminate the microorgan-
isms on the basis of the retained 8 PCs and the prior
knowledge of which spectra were replicates. In the
computations, the Matlab toolbox for DFA devel-
oped by Goodacre et al. was used.32

Finally HCA was used to construct a similarity
measure. In distance-based clustering, the similarity
criterion is the distance: two or more objects belong
to the same cluster if they are close according
to a given distance. The agglomerative HC algo-
rithm33,34 finds the closest (most similar) pair of
clusters and merges them into a single cluster; de-
creasing the number of clusters one by one. The
clusters created are viewed graphically on a
dendrogram. For HCA, using Matlab’s Statistics
Toolbox, the similarity or dissimilarity between ev-
ery pair of objects (columns) in the data set was
found by calculating the distance between objects
using the pdist function with the Euclidean distance
(ED) metric option. Then to group the objects into a
binary HC tree, the pairs of microorganisms that
were in close proximity were linked together using
the linkage function (with the average linkage op-
tion) that used the above distance information. A

more detailed Matlab-based application of HCA can
be found in Akman et al.35

In the statistical part of this work, the isolates
were clustered using three different methods and
the results are compared in terms of interpretability
of the dendrograms obtained via HCA:

1) HC based on the ED in the space of entire
original raw spectral data (62780 rows correspond-
ing to m/z values and 20 columns corresponding to
intensities);

2) HC based on the ED in the space of the first
two PCs of row-reduced spectral data (20 rows cor-
responding to PC scores of the intensities and 2 col-
umns corresponding to first two PCs);

3) HC based on the ED in the DF space of
row-reduced spectral data by the PCA (20 rows cor-
responding to PC scores of the intensities projected
onto two DFs and 2 columns corresponding to first
two DFs).

Results and discussion

Morphological and physiological
characteristics of isolates

The morphological and physiological charac-
teristics of the isolates are shown in Table 1.

Moderately halophilic bacteria may be
gram(�) or gram(�), motile or non-motile, may
have different morphological characters (rod, short
rod or coc) and colors (yellow, cream, pink, brown,
and white). They can grow at different temperatures
(0–60 °C) and pH (4.5–11).2,36 Ventosa et al.2 also
proposed that moderately halophilic bacteria are
microorganisms which grow optimally in media
containing 5–20 % NaCl. All isolates required min-
imum w � 5 % NaCl for growth. Optimum growth
occurred at w � 10 % NaCl mass fraction at 37 °C.
All isolates stained gram negative and grew at pH
between 6.5 and 7.5. However five isolaters, M2,
M4, M5, M6, and M8 have the ability to grow at pH
up to 8.5. The isolates M1, M2, M7, and M8 were
motile. Based on the salt requirements and morpho-
logical characteristics, the isolates (abbreviated as
M1, M2, M3, M4, M5, M6, M7, M8) were moderately
halophilic. When compared with the moderately
halophilic type strains, although the moderately
halophiles H. salina, H. halophila and H. elon-
gate37,38 use nitrate for growth, none of the isolates
grew anaerobically on nitrate and produced nitrite
and gas from nitrate. H. salina and H. halophila are
oxidase-positive but as H. elongate, the isolates
were oxidase-negative. None of the isolates hydro-
lyzed caseine and gelatine. Isolates M2, M4, M5, and
M8 hydrolyzed Tween-80, however the type strains
and isolates M1, M3, M6, and M7 did not hydrolyze
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Tween-80. All isolates used glycerol (data not
shown) and all isolates produced acid from D-glu-
cose, arabinose and mannose. Only the isolates M5

and M8 did not produce acid from maltose and lac-
tose. With these findings, the similarity of the iso-
lates to moderately halophiles was clear.37,38

These are the basic tests required to determine
the biochemical characteristics of new isolates,
however they are not sufficient for comparing the
metabolic capabilities since they reflect only a lim-
ited number of properties. The results presented in
Table 1 clearly indicate that a more extensive ex-
perimental work is necessary to group the microor-
ganisms based on their metabolic similarities. For
this purpose up to 234, morphological, physiologi-
cal, biochemical, nutritional and antimicrobial sus-
ceptibility tests may be required.38 An alternative
approach to this is simply the analysis of footprints.
The complex mixture of metabolites found in the
culture broth accurately reflects the metabolic state.5,6

Therefore footprints of the isolates as spectral data
from ESI-MS were used for inferential clustering.

Hierarchical clustering analysis

Since the isolates showed identity to moderately
halophilic microorganisms, the two moderately
halophilic type stains H. salina (M9) and H. halophila
(M10), were used as precursors for inferential cluster-
ing based on the metabolome. To show that the iso-
lates are distant to a mesophilic microorganism such
as E. coli, the intension was to include its footprint
analysis in the HC tree, but the optimal media for iso-
lates had salt concentrations much higher than E. coli
could tolerate. Even the slightest variations in growth
culture would be reflected in the footprints, hence
only the isolates and H. salina (M9) and H. halophila
(M10) were chosen for further studies. The high simi-
larity of the spectral data from ESI-MS analysis (Fig. 1)
illustrated that visualization of the spectra was not
sufficient for grouping of the closely related isolates
and that there was a need for a multivariable analysis.

The frequency of sampling was machine depend-
ent; therefore the recorded instances of m/z values
varied significantly from run to run even for the same
sample over the course of the analysis. For the statisti-
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T a b l e 1 – Differential phenotypic characteristics of isolates from Çamaltr Saltern Area and type strains (M9, H. salina; M10, H.
halophila; M11, H. elongata)

Characteristics M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11

morphology rod rod rod rod rod rod rod rod short rod short rod rod

pigmentation cream cream cream cream cream cream cream cream cream-yellow cream white

motility � � � � � � � � � � �

NaCl range, % 3�20 3�20 3�20 3�20 3�20 3�20 3�20 3�20 2�20 1�20 0�32

NaCl optimum, % 10 10 10 10 10 10 10 10 5 1�12 3�8

pH range 6.5�7.5 6.5�8.5 6.5�7.5 6.5�8.5 6.5�8.5 6.5�8.5 6.5�7.0 6.5�8.5 5�10 5.5�10 5�10

temperature range, °C 15�45 15�55 15�45 15�45 15�40 15�45 15�45 15�40 5�45 10�47 10�45

nitrate reduction � � � � � � � � � � �

oxidase � � � � � � � � � � �

Hydrolyses of:

caseine � � � � � � � � � � �

gelatin � � � � � � � � � � �

tween 80 � � � � � � � � � � �

urea � � � � � � � � � � �

Acid production from:

D-glucose � � � � � � � � � � �

maltose � � � � � � � � � � �

lactose � � � � � � � � � � �

arabinose � � � � � � � � � � �

mannose � � � � � � � � � � �

*Data obtained from Lee et al. (2005)



cal analysis of the data via PCA, the m/z values of all
samples should be identical. Therefore, prior to statis-
tical analysis, the data were resampled for regulariza-
tion, which is the interpolation of the sample-specific
m/z values to a unique set of m/z values common to
all samples. This regularization did not cause any
degradation of the vertical resolution of the spectra.

First, HCA using the ED between resampled spec-
tra was performed. However, the HC-ED did not pro-
duce interpretable results due to misalignments of the
default footprint signaling instances (Fig. 2). These un-
avoidable peak misalignments, although not noticeable
to the eye, affected the computed ED values between
the samples significantly due to the presence of narrow
and high peaks and thus resulted in misleading HC re-
sults. As can be seen, even the replicates did not appear
at the leaf nodes adjacent to each other.

Then, PCA was conducted on the spectral data
and the effectiveness of the PCs for clustering was
tested. Plotting the PCA results showed that the
grouping obtained was not very informative for de-
tailed microbial clustering on the PC1-PC2 plane
(Fig. 3a) and thus construction of an interpretable
dendrogram failed (Fig. 3b). In a previous study,
when PCA was used for the analysis of mass spectral
data, the groupings were visualized on the score plot
but otherwise PCA alone was not enough for HCA.18
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F i g . 2 – HCA of the microbial footprint data using the ED
between spectra as a similarity measure

F i g . 3 – a) PCA (normalized PCs) derived loading plots of microbial footprints of the isolates M1, M2, M3, M4, M5, M6, M7, M8

and H. salina (5958, M9) and H. halophila (DSMZ4770, M10) on the PC1-PC2 plane, b) HCA of the microbial footprint
data using the similarity measure from PCA



The first two PCs (PC1 and PC2), plotted on Fig. 3a,
explained 95.60 % of the variance in the data set. In
order to assess the possible contributions of other PCs
they were also plotted as binary pairs (e.g. PC3 vs.
PC1, PC3 vs. PC2, etc.), however no further signifi-
cant clustering information was obtained. This was
not unexpected since those further PCs contained only
very little information, as evidenced on the Scree plot
(Fig. 4). The reason for plotting PC loadings prior to
cluster analysis was based on the knowledge that PCs
are uncorrelated and ordered, and that the first few
PCs contained most of the variation in the data set.
However, as seen in Fig. 3a, these first two PCs do
not necessarily capture most of the cluster structure.38

As can be seen from Fig. 3b, most of the replicates
did not appear at the leaf nodes adjacent to each other.

Specifically, the confusions in the neighboring
leaf nodes of both Fig. 2 and Fig. 3 expose the un-
reliability of the above approaches used in HCA.

Finally, DFA that allowed groups in the data to
be defined has been applied on the retained 8 PCs,
which explained 99.25 % of the variance (Fig. 4).
Groups were assigned simply on the basis of the repli-
cate number. By defining the groups in this way, the
model has essentially been informed that each micro-
organism is different and those metabolic differences
were preserved. Consequently, when the strains clus-
tered together, this demonstrated the presence of real
relationship between their metabolome.

Fig. 5 shows that DFA-based clustering of
footprints on the DF1-DF2 plane serves to discrimi-
nate the isolates on the metabolome scale without
any specific metabolite measurement. Isolates M4,
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F i g . 4 – Variance explained in the data set by different
number of PCs

F i g . 5 – a) Footprint data of the isolates M1, M2, M3, M4, M5, M6, M7, M8 and H. salina (M9) and H. halophila (M10) after DFA on
the normalized DF1-DF2 plane, b) HCA of the microbial footprint data using the similarity measure from DFA



M8, were found to be very closely related to H.
halophila, an indication for similar metabolic activ-
ities. Isolates M6 and M7 also shared significant
similarities. From the plot of the DF plane, it is
clear that these two isolates together with M3 are
the ones that have the greatest difference from the
type strains, H. salina and H. halophila. Though the
replicates always appeared close to each other, the
rest of the isolates were scattered on the plot, not
enabling us to deduce any finer clusters. Hence,
DFA plot helped to visualize the rough relationships
between the new isolates.

Then, on the DF1-DF2 plane, HCA was carried
out for a finer discriminatory analysis and for ob-
taining the groupings between the isolates and the
type strains, and a dendrogram has been con-
structed (Fig. 5b). The appearance of the replicates
on the neighboring leaf nodes in the dendrogram
constructed supported the reliability of the ap-
proach. As a result, DFA based on PCs was the
most powerful approach for clustering without ex-
tensive experimental labor.

The analysis showed five clusters. In the first
group is the isolate M3, in the second group are the
isolates M6 and M7, and in the third group is H. sa-
lina alone. In the fourth group are the isolates M4

and M8, which clustered together with H. halophila.
Within this group M8 is more similar to H.
halophila. In the final group are the isolates M1,
M2, and M5. On a slightly rough scale, isolates M1,
M2, M4, M5, and M8 share a higher similarity with
H. halophila than isolates M3, M6, and M7. If the
number of clusters is reduced to three, both type
stains will be clustered with M1, M2, M4, M5, and
M8. Isolates M6 and M7, will be in a second group
and isolate M3 will still be single in its group. It
was not possible to extract this specific information
by simply investigating the DFA plots in Fig. 5a.

Although phenotypically very similar, H salina
and H. halophila show slight differences in their
metabolic capabilities, e.g. for acid production.39 H.
halophila produces acid from simple sugars such as
glucose, fructose, and galactose but H. salina can not
produce acid from neither these sugars nor from lac-
tose, sucrose or mannitol.38 On the other hand, all of
the isolates produced acid from glucose, arabinose
and mannose, as H. halophila. In terms of acid pro-
duction from simple sugars, M5 and M8 were more
similar to H. halophila than the others since the other
isolates could produce acid from lactose. H. salina
was the most distant to the isolates in this regard.
Unfortunately, no fine phenotypic discrimination be-
tween the isolates can be obtained from such limited
biochemical information. However the dendrogram
obtained by performing a statistical analysis using
PCA and DFA successfully clustered the isolates
based on such metabolic differences.

This is a very attractive alternative to all the
classical biochemical tests that would be needed to
identify the metabolites/enzymes secreted to the
extracellular medium or synthesized and retained
within the cell. In the absence of any statistical tools,
the above samples should further be analyzed for the
presence and the fraction of the metabolites/en-
zymes. This experimental knowledge would make it
possible to comment on which metabolic pathways
are switched on/off or which are up/down regulated
at a given time. Only then can one understand the
metabolic differences and possibly regulatory mech-
anisms between the isolates. However this is not a
trivial job and requires tedious experimentation. The
high turnover rate of the metabolites makes the ex-
perimental process even more complicated.

Conclusions

The basic biochemical tests carried out with the
new isolates were enough to propose that the iso-
lates are very similar to Halomonas sp. type strains.
However, as an alternative to more extensive bio-
chemical tests, footprints analyzed with statistical
approaches enabled us to appreciate the significant
differences in the metabolic capabilities in a shorter
period. Two of the isolates were found to be very
similar to H. halophila whereas three were rela-
tively distant from both H. salina and H. halophila.

This work presents a statistical approach for in-
ferential clustering of new isolates based on the
complex mixture of metabolites they leave in the
culture broth. The methodology which is based on
the application of DFA on the PC space for HCA of
microbial footprints may be offered as a routine
method for clustering to reduce the number of bio-
chemical tests required for characterization of iso-
lates and identification of their main metabolic dif-
ferences. Since the outputs analyzed in this work
are in the form of spectral data, this methodology
will also be applicable to any chemical/biological
system producing similar data and it will offer an
attractive solution to the structuring of information
from high-throughput instruments.

L i s t o f s y m b o l s

b � discriminant coefficient

M � label for the microorganisms

N � number

Q � volumetric flow rate, �L min�1, L h�1

w � mass fraction, %

x � discriminant variable

X � matrix

� � temperature, °C
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