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ON APPROXIMATION BY MODIFIED SZASZ-MIRAKYAN
OPERATORS

Zbigniew Walczak

Poznań University of Technology, Poland

Abstract. We consider certain modified Szasz-Mirakyan operators
Sn(f ; an, bn) and Tn(f ; an, bn) in spaces Cp and L of continuous and
Lebesgue integrable functions, respectively. We study approximation prop-
erties of these operators.

1. Introduction

1.1. Let Sn be the Szasz-Mirakyan operator and let Tn be the Szasz-
Mirakyan-Kantorovitch operator, i. e.

Sn(f ;x) :=

∞∑

k=0

ϕk(nx) f

(
k

n

)
,(1.1)

Tn(f ;x) := n

∞∑

k=0

ϕk(nx)

∫ (k+1)/n

k/n

f(t)dt,(1.2)

x ∈ R0 := [0,+∞), n ∈ N , where

(1.3) ϕk(t) := e−t t
k

k!
for t ∈ R0, k ∈ N0 = N ∪ {0}.

Approximation properties of Sn were examined in [1] for functions f ∈ Cp, p ∈
N0, where Cp is a polynomial weighted space with the weight function wp,

(1.4) w0(x) := 1, wp(x) := (1 + xp)−1 if p ≥ 1,
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and Cp is the set of all real-valued functions f for which fwp is uniformly
continuous and bounded on R0 and the norm is defined by

(1.5) ‖f‖p ≡ ‖f (·) ‖p := sup
x∈R0

wp(x) |f(x)|.

In papers [2] and [3] the approximation properties of operators Tn for
functions f ∈ L were examined, where L ≡ L (R0) is the space of all real-
valued functions f Lebesgue integrable on R0 and the norm

(1.6) ‖f‖L :=

∫ +∞

0

|f(t)|dt.

1.2. In this paper we modify operators Sn and Tn given by (1.1) and (1.2),
i. e. we consider operators

(1.7) Sn(f ; an, bn;x) :=

∞∑

k=0

ϕk(anx) f

(
k

bn

)
, x ∈ R0, n ∈ N,

for f ∈ Cp, p ∈ N0, and

(1.8) Tn(f ; an, bn;x) := bn

∞∑

k=0

ϕk(anx)

∫ (k+1)/bn

k/bn

f(t)dt, x ∈ R0, n ∈ N,

for f ∈ L, where (an)∞1 and (bn)∞1 are given increasing and unbounded nu-
merical sequences such that an ≥ 1, bn ≥ 1 and (an/bn)∞1 is non-decreasing
and

(1.9)
an

bn
= 1 + o

(
1

bn

)
.

If an = bn = n for all n ∈ N , then we have operators (1.1) and (1.2).
Operator s Sn defined by (1.7) have some application to differential equa-

tions, similarly as operators Szasz-Mirakyan (1.1).
In our paper we shall study approximation properties of operators (1.7)

and (1.8). In Section 2 we shall examine operators Sn(f ; an, bn) for f ∈ Cp and
in Section 3 operators Tn(f ; an, bn) for f ∈ L. We shall prove approximation
theorems which are similar to some results given in [1, 2, 3] for operators (1.1)
and (1.2).

2. Operators Sn(f ; an, bn)

2.1. First we shall give some auxiliary results. From (1.7) and (1.3) we derive
the following formulas

Sn(1; an, bn;x) = 1,(2.1)

Sn(t− x; an, bn;x) =

(
an

bn
− 1

)
x,(2.2)

Sn((t− x)2; an, bn;x) =

(
an

bn
− 1

)2

x2 +
anx

b2n
.(2.3)
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for x ∈ R0 and n ∈ N , which by (1.9) imply

lim
n→∞

bnSn(t− x; an, bn;x) = 0,

lim
n→∞

bnSn((t− x)2; an, bn;x) = x,(2.4)

for every x ∈ R0.
By elementary calculations we can prove also the following

Lemma 2.1. For every x ∈ R0

lim
n→∞

b2nSn((t− x)4; an, bn;x) = 3x2.

Using the mathematical induction we can prove

Lemma 2.2. Let r ∈ N be fixed number. Then there exist positive numer-
ical coefficients λr,j , 1 ≤ j ≤ r, depending only on r and j such that

Sn(tr; an, bn;x) =
1

brn

r∑

j=1

λr,j(anx)
j
,

for all x ∈ R0 and n ∈ N . Moreover we have λr,1 = 1 = λr,r.

Applying Lemma 2.2, we shall prove two lemmas.

Lemma 2.3. For given p ∈ N0 and (an)∞1 and (bn)∞1 there exists a positive
constant M1(b1, p) such that

(2.5) ‖Sn (1/wp(t); an, bn; ·)‖p ≤M1(b1, p), n ∈ N.
Moreover for every f ∈ Cp

(2.6) ‖Sn (f ; an, bn; ·)‖p ≤M1(b1, p) ‖f‖p , n ∈ N.
The formulas (1.7) and (1.3) and the inequality (2.6) show that Sn, n ∈ N ,
is a positive linear operator from the space Cp into Cp, p ∈ N0.

Proof. First we shall prove (2.5).
If p = 0, then (2.5) follows by (1.4), (1.5) and (2.1). If p ≥ 1 , then by

(1.4), (1.7), (1.9) and Lemma 2.2 we get

wp(x)Sn (1/wp(t); an, bn;x) = wp(x) {1 + Sn (tp; an, bn;x)}

=
1

1 + xp
+

p∑

j=1

λp,j
1

bp−j
n

(
an

bn

)j
xj

1 + xp

≤ 1 +

p∑

j=1

λp,j
1

bp−j
1

= M1(b1, p),

for all x ∈ R0 and n ∈ N . From this follows (2.5).
By (1.7) and (1.5) we have

‖Sn (f ; an, bn; ·)‖p ≤ ‖f‖p ‖Sn (1/wp(t); an, bn; ·)‖p ,
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for every f ∈ Cp, p ∈ N0 and n ∈ N , which by (2.5) yields (2.6).

Lemma 2.4. For every p ∈ N0 there exists a positive constant M2(b1, p)
such that

(2.7) wp(x)Sn

(
(t− x)2

wp(t)
; an, bn;x

)
≤M2(b1, p)

[(
an

bn
− 1

)2

x2 +
x

bn

]

for all x ∈ R0 and n ∈ N .

Proof. If p = 0, then (2.7) follows by (2.3).
Let Sn (f ;x) ≡ Sn (f ; an, bn;x). By (1.4) and (1.7) we have

(2.8) Sn

(
(t− x)2/wp(t);x

)
= Sn

(
(t− x)2;x

)
+ Sn

(
tp(t− x)2;x

)
,

for p ≥ 1 and n ∈ N . Since

Sn

(
(t− x)3;x

)
=

(
an

bn
− 1

)3

x3 +

(
an

bn
− 1

)
3anx

2

b2n
+
anx

b3n
,

Sn

(
t(t− x)2;x

)
= Sn

(
(t− x)3;x

)
+ xSn

(
(t− x)2;x

)
,

we immediately obtain (2.7) for p = 1 by (2.3) and (2.8).
If p ≥ 2, then by Lemma 2.2 we get

wp(x)Sn

(
tp(t− x)2;x

)
=

= wp(x)
{
Sn

(
tp+2;x

)
− 2xSn

(
tp+1;x

)
+ x2Sn (tp;x)

}

= wp(x)





1

bp+2
n

p+2∑

j=1

λp+2,j(anx)j − 2x

bp+1
n

p+1∑

j=1

λp+1,j(anx)j+

+
x2

bpn

p∑

j=1

λp,j(anx)j



 =

xp+2

1 + xp

(
an

bn

)p(
an

bn
− 1

)2

+

+
x

bn





1

bp+1
n

p+1∑

j=1

λp+2,ja
j
n

xj−1

1 + xp
− 2

bpn

p∑

j=1

λp+1,ja
j
n

xj

1 + xp
+

+
1

bp−1
n

p−1∑

j=1

λp,ja
j
n

xj+1

1 + xp



 ,
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and by 0 < an

bn
≤ 1 for n ∈ N it follows that

wp(x)Sn

(
tp(t− x)2;x

)
≤
(
an

bn
− 1

)2

x2 +
x

bn





p+1∑

j=1

λp+2,j
1

bp+1−j
1

+

+2

p∑

j=1

λp+1,j
1

bp−j
1

+

p−1∑

j=1

λp,j
1

bp−1−j
1





≤M2(b1, p)

{(
an

bn
− 1

)2

x2 +
x

bn

}

for x ∈ R0, n ∈ N . From this and by (2.8) and (2.3) and (1.4) we obtain (2.7)
for p ≥ 2. Thus the proof is completed.

2.2. Now we shall prove three approximation theorems for Sn(f ; an, bn),
using the modulus of continuity ω1(f ;Cp) and the modulus of smoothness
ω2(f ;Cp) of function f ∈ Cp, p ∈ N0, i. e.

ω1(f ;Cp; t) := sup
0≤h≤t

‖∆hf(·)‖p, ω2(f ;Cp; t) := sup
0≤h≤t

‖∆2
hf(·)‖p,

for t ≥ 0, where

∆hf(x) := f(x+ h)− f(x), ∆2
hf(x) := f(x)− 2f(x+ h) + f(x+ 2h).

Let

(2.9) Ψn(x) :=

(
an

bn
− 1

)2

x2 +
x

bn
, x ∈ R0, n ∈ N.

Theorem 2.5. Suppose that f ∈ C2
p with a fixed p ∈ N0. Then there

exists a positive constant M3(b1, p) such that
(2.10)

wp(x) |Sn(f ; an, bn;x)− f(x)| ≤ ‖f ′‖p
∣∣∣∣
an

bn
− 1

∣∣∣∣x+M3(b1, p)‖f ′′‖pΨn(x)

for all x ∈ R0 and n ∈ N .

Proof. From (1.7) we get

(2.11) Sn(f ; an, bn; 0) = f(0), n ∈ N,

which implies (2.10) for x = 0. Let x > 0 and let Sn(f ;x) ≡ Sn(f ; an, bn;x).
For f ∈ C2

p and t ∈ R0 we have

f(t) = f(x) + f ′(x)(t − x) +

∫ t

x

∫ s

x

f ′′(u)duds
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and consequently

f(t) = f(x) + f ′(x)(t− x) +

∫ t

x

∫ t

u

f ′′(u)dsdu

= f(x) + f ′(x)(t− x) +

∫ t

x

(t− u)f ′′(u)du.

From this and by (2.1) we get

Sn(f(t);x) = f(x) + f ′(x)Sn(t− x;x) + Sn

(∫ t

x

(t− u)f ′′(u)du;x

)
,

for n ∈ N . But by (1.4) and (1.5) we have
∣∣∣∣
∫ t

x

(t− u)f ′′(u)du

∣∣∣∣ ≤ ‖f ′′‖p
(

1

wp(t)
+

1

wp(x)

)
(t− x)2.

From the above and by (2.2), (2.3), (2.7) and (2.9) we obtain

wp(x)|Sn(f(t);x) − f(x)| ≤
≤‖f ′‖p |Sn(t− x;x)|+

+ ‖f ′′‖p
{
wp(x)Sn

(
(t− x)2

wp(t)
;x

)
+ Sn

(
(t− x)2;x

)}

≤‖f ′‖p
∣∣∣∣
an

bn
− 1

∣∣∣∣x+M3(b1, p)‖f ′′‖pΨn(x), n ∈ N.

Thus the proof is completed.

From Theorem 2.5 we derive the following

Corollary 2.6. Let ρ(x) =
(
1 + x2

)−1
, x ∈ R0. If assumptions of

Theorem 2.5 are satisfied then there exists a positive constant M4(b1, p) such
that

‖[Sn(f ; an, bn)− f ] ρ‖p ≤
(

1− an

bn

)
‖f ′‖p +M4(b1, p)‖f ′′‖pb−1

n , n ∈ N.

Theorem 2.7. Suppose that f ∈ Cp with a fixed p ∈ N0. Then there
exists a positive constant M5(b1, p) such that

wp(x)|Sn(f ; an, bn;x)− f(x)| ≤

≤
∣∣∣∣
an

bn
− 1

∣∣∣∣x (Ψn(x))−1/2 ω1

(
f ;Cp;

√
Ψn(x)

)
+

+M5(b1, p)ω2

(
f ;Cp;

√
Ψn(x)

)
,

(2.12)

for all x > 0 and n ∈ N , where Ψn(·) is defined by (2.9). For x = 0 follows
(2.11).
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Proof. Similarly as in [1] we shall apply the Stieklov function fh for
f ∈ Cp:

fh(x) :=
4

h2

∫ h
2

0

∫ h
2

0

[f(x+ s+ t)− f(x+ 2(s+ t))]dsdt,

x ∈ R0, h > 0, for which we have

f ′
h(x) =

1

h2

∫ h
2

0

[
8∆h/2f(x+ s)− 2∆hf(x+ 2s)

]
ds,

f ′′
h (x) =

1

h2

[
8∆2

h/2f(x)−∆2
hf(x)

]
.

Hence, for h > 0, we have

‖fh − f‖p ≤ ω2 (f, Cp;h, ) ,(2.13)

‖f ′
h‖p ≤ 5h−1ω1 (f, Cp;h)

wp(x)

wp(x + h)
,(2.14)

‖f ′′
h‖p ≤ 9h−2ω2 (f, Cp;h) ,(2.15)

which show that fh ∈ C2
p if f ∈ Cp. By denoting Sn(f ; an, bn;x) as Sn(f ;x),

we can write

wp(x) |Sn(f ;x)− f(x)| ≤ wp(x) {|Sn (f − fh;x)|+ |Sn (fh;x)− fh(x)|
+ |fh(x) − f(x)|} := A1 +A2 +A3,

for x > 0, h > 0 and n ∈ N . By (2.6) and (2.13) we have

A1 ≤M1(b1, p) ‖f − fh‖p ≤M1(b1, p)ω2 (f, Cp;h) ,

A3 ≤ ω2 (f, Cp;h) .

Applying Theorem 2.5 and (2.14) and (2.15), we get

A2 ≤ ‖f ′
h‖p

∣∣∣∣
an

bn
− 1

∣∣∣∣x+M3(b1, p)‖f ′′
h‖pΨn(x)

≤ wp(x)

wp(x + h)

∣∣∣∣
an

bn
− 1

∣∣∣∣
5x

h
ω1(f ;Cp;h) + 9M3(b1, p)h

−2Ψn(x)ω2(f ;Cp;h).

Combining these and setting h =
√

Ψn(x), for fixed x > 0 and n ∈ N , we
obtain the desired estimate (2.12).

Analogously we obtain the following

Theorem 2.8. Let f ∈ Cp, p ∈ N0, and let ρ(x) =
(
1 + x2

)−1
for x ∈ R0.

Then there exists a positive constant M6(b1, p) such that

‖[Sn(f ; an, bn)− f ] ρ‖p ≤
(

1− an

bn

)√
bnω1

(
f ;Cp; 1/

√
bn

)
+

+M6(b1, p)ω2

(
f ;Cp; 1/

√
bn

)
, n ∈ N.
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From Theorems 2.7 and 2.8 we derive

Corollary 2.9. Let f ∈ Cp, p ∈ N0. Then for Sn defined by (1.7) we
have

(2.16) lim
n→∞

Sn(f ; an, bn;x) = f(x), x ∈ R0.

The convergence (2.16) is uniform on every interval [x1, x2] , x2 > x1 ≥ 0.

2.3. Now we shall prove the analogy of (2.16) for the first order derivative.
Moreover we shall give other properties of derivatives of Sn(f ; an, bn).

Theorem 2.10. Let f ∈ Cp, p ∈ N0, and let x0 > 0 be a point for which
there exists finite derivative f ′(x0). Then

(2.17) lim
n→∞

(Sn(f ; an, bn))
′
(x0) = f ′(x0).

Proof. By assumptions we can write

(2.18) f(t) = f(x0) + f ′(x0)(t− x0) + ε1(t, x0)(t− x0),

for t ∈ R0, where

ε1(t) ≡ ε1(t;x0) =

{
f(t)−f(x0)

t−x0

− f ′(x0) if t 6= x0,

0 if t = x0,

is continuous function at x0 and ε1 ∈ Cp. From (1.7) we get for Sn(f ;x) ≡
Sn(f ; an, bn;x)

(2.19) (Sn(f(t)))
′
(x) = (bn − an)Sn(f(t);x) +

bn
x
Sn((t− x)f(t);x),

for x > 0 and n ∈ N . By (2.18), (2.19) and (2.1) and by elementary calcula-
tions we obtain

(Sn(f(t)))′(x0) =

= f(x0)

{
bn − an +

bn
x0
Sn(t− x0;x0)

}
+

+ f ′(x0)

{
(bn − an)Sn(t− x0;x0) +

bn
x0
Sn

(
(t− x0)2;x0

)}
+

+ (bn − an)Sn (ε1(t)(t − x0;x0) +
bn
x0
Sn

(
ε1(t)(t− x0)2;x0

)
.

(2.20)

Applying Corollary 2.9 and properties of ε1, we get

lim
n→∞

Sn (ε1(t)(t− x0);x0) = 0,(2.21)

lim
n→∞

Sn

(
ε21(t);x0

)
= ε21(x0) = 0.(2.22)

By the Hölder inequality we have
∣∣Sn

(
ε1(t)(t− x0)2;x0

)∣∣ ≤
{
Sn

(
ε21(t);x0

)} 1

2
{
Sn

(
(t− x0)4;x0

)} 1

2 ,
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for n ∈ N which by (2.22) and Lemma 2.1 implies

(2.23) lim
n→∞

bnSn

(
ε1(t)(t− x0)2;x0

)
= 0.

Using (2.2) - (2.4), (1.9), (2.21) and (2.22) to (2.20), we immediately obtain
(2.17).

Theorem 2.11. Suppose that f ∈ Cp, p ∈ N0. Then for every r ∈ N there

exists the r-th derivative of Sn(f ; an, bn) on R0. Moreover (Sn(f ; an, bn))
(r) ∈

Cp and

(2.24)
∥∥∥(Sn(f ; an, bn))

(r)
∥∥∥

p
≤M1(b1, p)a

r
n

∥∥∥∆r
1/bn

f(·)
∥∥∥

p
for r, n ∈ N,

where M1(b1, p) is a positive constant given in Lemma 2.3 and

(2.25) ∆r
hf(x) :=

r∑

k=0

(
r
k

)
(−1)r−kf(x+ kh).

Proof. Let Sn(f ;x) ≡ Sn(f ; an, bn;x). From (1.7) we get

(Sn(f(t)))
′
(x) = −anSn(f(t);x) + anSn(f(t+ 1/bn);x)

= anSn(∆1/bn
f(t);x), x ∈ R0, n ∈ N.

Hence, for every r ∈ N , we obtain the formula

(2.26) (Sn(f(t)))
(r)

(x) = ar
nSn(∆r

1/bn
f(t);x), for x ∈ R0, n ∈ N,

where ∆r
hf(x) := ∆h

(
∆r−1

h f(x)
)

for r ≥ 2 and from this follows (2.25).
Applying Lemma 2.3, we derive the inequality (2.24) from (2.26).

Theorem 2.11 and Lemma 2.3 imply

Corollary 2.12. Sn, n ∈ N , defined by (1.7) is positive linear operator
from the space Cp, p ∈ N0, into C∞

p .

Theorem 2.13. Suppose that f ∈ Cp, p ∈ N0. Then:

(i) if f is increasing (decreasing) on R0, then the function Sn(f ; an, bn; ·),
n ∈ N , is also increasing (decreasing) on R0;

(ii) if f is convex (concave) on R0, then Sn(f ; an, bn; ·), n ∈ N , is also
convex (concave) on R0.

Proof. Properties (i) and (ii) we derive from (2.26) with r = 1, 2 and
by Corollary 2.12 and classical theorems of mathematical analysis.
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3. Operators Tn(f ; an, bn)

It is obvious that operators Tn(f ; an, bn), n ∈ N , defined by (1.8) we can
consider for functions f ∈ Cp, p ∈ N0. For these operators and f ∈ Cp we
can prove lemmas and theorems similar to Theorems 2.5-2.13.

In this section we shall study properties of Tn(f ; an, bn) for functions
f ∈ L (R0). We shall give theorem on point-convergence of the sequence
(Tn(f ; an, bn))

∞
1 and theorem on the degree of approximation of f ∈ L (R0)

by these operators.

Below we shall denote by
∑B

k=A xk the sum of all xk with k ∈ N0 and
A ≤ k ≤ B.

3.1. First we shall give some auxiliary results. From (1.8) we get

(3.1) Tn(1; an, bn;x) = 1, x ∈ R0, n ∈ N.

Lemma 3.1. Tn(f ; an, bn), n ∈ N , defined by (1.8) is positive linear op-
erator from the space L (R0) into L (R0) and

(3.2) ‖Tn(f ; an, bn)‖L ≤
b1
a1
‖f‖L for n ∈ N.

Proof. By (1.8) it is obvious that Tn, n ∈ N , is positive linear operator
well-defined for f ∈ L (R0) and

|Tn(f ; an, bn;x)| ≤ ‖f‖L bn
∞∑

k=0

ϕk(anx) = bn ‖f‖L for x ∈ R0, n ∈ N.

Moreover by (1.8) and (1.6) we get

‖Tn(f ; an, bn)‖L =

∫ +∞

0

∣∣∣∣∣bn
∞∑

k=0

ϕk(anx)

∫ (k+1)/bn

k/bn

f(t)dt

∣∣∣∣∣ dx

≤ bn
∞∑

k=0

∫ (k+1)/bn

k/bn

|f(t)| dt
∫ +∞

0

ϕk(anx)dx.

But

(3.3)

∫ +∞

0

ϕk(anx)dx =
1

an
for k ∈ N0, n ∈ N.

Hence for n ∈ N we have

‖Tn(f ; an, bn)‖L ≤
bn
an

∞∑

k=0

∫ (k+1)/bn

k/bn

|f(t)| dt =
bn
an
‖f‖L .

Since the sequence (bn/an)∞1 is non-increasing and convergent to 1, we obtain
the inequality (3.2).
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Lemma 3.2. Let f ∈ L (R0) and let

(3.4) F (x) :=

∫ x

0

f(t)dt, x ∈ R0.

Then F belongs to the space Cp with p = 0 and for every n ∈ N there exists
the operator Sn(F ; an, bn; ·) defined by (1.7). Moreover,

(3.5) (Sn(F ; an, bn))
′
(x) =

an

bn
Tn(f ; an, bn;x)

for all x ∈ R0 and n ∈ N .

Proof. It is know that if f ∈ L (R0), then F is a function continuous on
R0 and

|F (x)| ≤ ‖f‖L for x ∈ R0,

which shows that F ∈ C0. Hence by Lemma 2.3 there exists Sn(F ; an, bn; ·),
n ∈ N , and by (2.26) and (1.8) we get

d

dx
Sn(F ; an, bn;x) = anSn

(
∆1/bn

F ; an, bn;x
)

=
an

bn
Tn(f ; an, bn;x),

for x ∈ R0, n ∈ N .

Lemma 3.3. Let s ≥ 0 be a fixed number and let

(3.6) ys(t) :=

{
1 if t ≤ s,
0 if t > s.

Then

(3.7)

∫ +∞

0

|Tn (ys(t); an, bn;x)− ys(x)| dx ≤
(
bn
an
− 1

)
s+

√
2b1
πa1

√
s

bn

for n ∈ N .

Proof. Let Tn(f ;x) ≡ Tn(f ; an, bn;x). From (1.8) and (3.6) we get

Tn (ys(t);x) =

sbn−1∑

k=0

ϕk(anx) for x ∈ R0, n ∈ N.

Hence
∫ +∞

0

|Tn (ys(t);x) − ys(x)| dx =

=

(∫ s

0

+

∫ +∞

s

) ∣∣∣∣∣
sbn−1∑

k=0

ϕk(anx)− ys(x)

∣∣∣∣∣ dx := I1 + I2.
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Similarly as in [3] and by (3.3) we get for I1 and I2:

I1 =

∫ s

0

∣∣∣∣∣
sbn−1∑

k=0

ϕk(anx)− 1

∣∣∣∣∣ dx =

∫ s

0

(
∞∑

k=sbn

ϕk(anx)

)
dx,

I2 =

∫ +∞

s

(
sbn−1∑

k=0

ϕk(anx)

)
dx

=

sbn−1∑

k=0

{∫ +∞

0

ϕk(anx)dx −
∫ s

0

ϕk(anx)dx

}

=

sbn−1∑

k=0

1

an
−
∫ s

0

(
sbn−1∑

k=0

ϕk(anx)

)
dx

=

(
bn
an
− 1

)
s+

∫ s

0

(
∞∑

k=sbn

ϕk(anx)

)
dx.

Consequently

∫ +∞

0

|Tn (ys(t);x) − ys(x)| dx ≤
(
bn
an
− 1

)
s+ 2

∫ s

0

(
∞∑

k=sbn

ϕk(anx)

)
dx

≤
(
bn
an
− 1

)
s+ 2

∫ s

0

(
∞∑

k=san

ϕk(anx)

)
dx.

Similarly as in [3] we can assume without loss of generality that san is an
integer. Denoting by I3 the last integral, we get

I3 :=

∞∑

k=san

ak
n

k!

∫ s

0

e−anxxkdx =

∞∑

k=san




e−san

−an

k∑

j=0

(san)j

j!
+

1

an





=
e−san

an

∞∑

k=san

∞∑

j=k+1

(san)j

j!
=
e−san

an

∞∑

k=san+1

(k − san)
(san)k

k!

= se−san
(san)san

(san)!

and by the Stirling formula we get

I3 ≤
s√

2πsan
≤
√

b1
2πa1

√
s

bn
, n ∈ N.

Combining these, we obtain (3.7).

Arguing similarly as in the proof of Lemma 3.3, we shall prove the main
lemma.
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Lemma 3.4. Let yx(t), x ∈ R0, be the function defined by (3.6) and let

(3.8) ρ1 :=
1

1 + x
, x ∈ R0.

Then there exists a positive constant M7(a1, b1) such that for all n ∈ N

Rn(t) :=

∫ +∞

0

|Tn (yx(t); an, bn;x)− yx(t)| ρ1(x)dx

≤M7(a1, b1)
1√
bn
.

(3.9)

Proof. From (3.6) it follows that

yx(t) + yt(x) = 1 for t, x ∈ R0.

Hence, for Tn(f ;x) ≡ Tn(f ; an, bn;x), we have as in [3]

Tn(yx(t);x)− yx(t) = Tn(1− yt(x);x) − 1 = yt(x) − Tn(yt(u);x).

By Lemma 3.3 and by bn

an
− 1 = o

(
1
bn

)
we get for t ≤ 2

Rn(t) :=

∫ +∞

0

|Tn (yt(u);x)− yt(x)| ρ1(x)dx ≤M8(a1, b1)
1√
bn
.

If t > 2, then similarly as in [3] we can write

Rn(t) :=

∫ t

0

ρ1(x)

(
∞∑

k=tbn

ϕk(anx)

)
dx +

∫ +∞

t

ρ1(x)

(
tbn∑

k=0

ϕk(anx)

)
dx

:= I1 + I2.

Analogously as in the proof of Lemma 3.3 we get

I2 ≤
1

1 + t

tbn∑

k=0

ak
n

k!

∫ +∞

t

e−anxxkdx =
1

1 + t

tbn∑

k=0

k∑

j=0

e−tan

an

(tan)j

j!

=
1

1 + t

e−tan

an





tan∑

k=0

k∑

j=0

(tan)j

j!
+

tbn∑

k=tan+1

k∑

j=0

(tan)j

j!





≤ 1

1 + t

e−tan

an





tan∑

j=0

(tan − j + 1)
(tan)j

j!
+ tetan(bn − an)





≤ 1

1 + t

{
te−tan

(tan)tan

(tan)!
+

1

an
+

(
bn
an
− 1

)
t

}

and by the Stirling formula and properties of an and bn it follows that

I2 ≤
1√

2πtan
+
b1
a1

1

bn
+
b1
a1

(
1− an

bn

)
≤M9(a1, b1)

1√
bn
, n ∈ N.
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Arguing as in [3], p. 169, we have for t > 2

I1 ≤
(∫ t

2

0

+

∫ t

t
2

)
ρ1(x)

(
∞∑

k=tan

ϕk(anx)

)
dx := I11 + I12.

Since the function ϕk(anx) is increasing for x ∈ [0, k/an] and decreasing for
x ∈ [k/an,∞), we have

I11 ≤
t

2
e−tan/2

∞∑

k=tan

(tan/2)k

k!
≤ t

2
e−tan/2 (tan/2)tan

(tan)!

∞∑

k=0

1

2k

= t
(e

4

)tan/2

e−tan
(tan)tan

(tan)!

and similarly as for I2 we get

I11 ≤M10(a1, b1)
1√
bn
, n ∈ N.

For I12 we get

I12 ≤
1

1 + t/2

∫ t

0

e−anx

(
∞∑

k=tan

(anx)k

k!

)
dx

and applying the estimation obtained for I3 in the proof of Lemma 3.3, we
can write

I12 ≤
2

2 + t

√
b1

2πa1

√
t

bn
≤
√

2b1
πa1

1√
bn
, n ∈ N.

Hence, for t > 2 and n ∈ N , we obtain also

Rn(t) ≤M11(a1, b1)
1√
bn
.

This completes the proof of (3.9).

3.2. Now we shall prove main theorems on operators Tn defined by (1.8).

Theorem 3.5. Suppose that f ∈ L (R0) and F is defined by (3.4). Then

(3.10) lim
n→∞

Tn(f ; an, bn;x) = f(x)

at every point x ∈ R0 where

(3.11) F ′(x) = f(x).

Hence (3.10) follows almost everywhere on R0.

Proof. By properties of F given in Lemma 3.2 and by Theorem 2.10 we
deduce that

(3.12) lim
n→∞

(Sn(F ; an, bn))
′
(x) = F ′(x)
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at every x ∈ R0 where F ′(x) there exists. Next, by (3.5) and (1.9) and (3.12),
we obtain

lim
n→∞

Tn(f ; an, bn;x) = F ′(x) = f(x)

at every x ∈ R0 where the condition (3.11) is satisfied.
Since (3.11) follows almost everywhere on R0, we obtain the desired as-

sertion.

Now we shall prove approximation theorem for Tn and f ∈ L (R0). We
shall apply the integral modulus of continuity of f ∈ L (R0), i. e.

(3.13) ω1(f ;L; t) := sup
0≤h≤t

‖∆hf(·)‖L, t ≥ 0.

Theorem 3.6. Suppose that f ∈ L (R0) and f ′ ∈ L (R0) and ρ1 is the
function defined by (3.8). Then there exists a positive constant M12(a1, b1)
such that

(3.14) ‖[Tn(f ; an, bn)− f ] ρ1‖L ≤M12(a1, b1)‖f ′‖L
1√
bn

for all n ∈ N .

Proof. Let Tn(f ;x) ≡ Tn(f ; an, bn;x). Analogously as in [3] we can
write

f(x)− f(0) =

∫ x

0

f ′(t)dt =

∫ +∞

0

f ′(t)yx(t)dt

and

Tn(f ;x)− f(x) =

∫ +∞

0

f ′(t) {Tn(yx(t);x)− yx(t)} dt,

for x ∈ R0 and n ∈ N . Hence

‖[Tn(f)− f ] ρ1‖L ≤
∫ +∞

0

∣∣∣∣
∫ +∞

0

f ′(t) {Tn(yx(t);x) − yx(t)} dt
∣∣∣∣ ρ1(x)dx

≤
∫ +∞

0

|f ′(t)|Rn(t)dt,

where Rn(t) is defined in (3.9). Applying Lemma 3.4, we get
∫ +∞

0

|f ′(t)|Rn(t)dt ≤M7(a1, b1)‖f ′‖L
1√
bn
, n ∈ N,

and we complete the proof of (3.14).

Theorem 3.7. Suppose that f ∈ L (R0) and ρ1 is defined by (3.8). Then
there exists a positive constant M13(a1, b1) such that

(3.15) ‖[Tn(f ; an, bn)− f ] ρ1‖L ≤M13(a1, b1)ω1

(
f ;L;

1√
bn

)

for all n ∈ N .
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Proof. We shall apply the Stieklov function

fh(x) =
1

h

∫ h

0

f(x+ u)du, x ∈ R0, h > 0,

for f ∈ L (R0). For fh we have

‖f − fh‖L =
1

h

∫ +∞

0

∣∣∣∣∣

∫ h

0

(f(x+ u)− f(x))du

∣∣∣∣∣ dx

≤ 1

h

∫ h

0

(∫ +∞

0

|∆uf(x)| dx
)
du ≤ ω1 (f ;L;h) ,

(3.16)

where ω1 is defined by (3.13). Moreover we have

f ′
h(x) = h−1∆hf(x), x ∈ R0, h > 0,

which implies

(3.17) ‖f ′
h(·)‖L ≤ h−1ω1 (f ;L;h) .

Hence fh ∈ L (R0) and f ′
h ∈ L (R0) if f ∈ L (R0) and h > 0. From this and

by Lemma 3.1 we get for Tn(f ;x) ≡ Tn(f ; an, bn;x)

|Tn(f ;x)− f(x)| ≤ |Tn(f − fh;x)|+ |Tn(fh;x)− fh(x)| + |fh(x)− f(x)| ,
for x ∈ R0, n ∈ N and h > 0. Consequently

‖[Tn(f)− f ]ρ1‖L ≤ ‖Tn(f − fh)ρ1‖L + ‖[Tn(fh)− fh]ρ1‖L + ‖(fh − f)ρ1‖L ,
for n ∈ N . By (3.2) and (3.8) and (3.16) we get

‖Tn(f − fh)ρ1‖L ≤ ‖Tn(f − fh)‖L ≤
b1
a1
‖f − fh‖L

≤ b1
a1
ω1 (f ;L;h) , n ∈ N,

‖(fh − f)ρ1‖L ≤ ‖f − fh‖L ≤ ω1 (f ;L;h) .

Applying Theorem 3.6 and (3.17), we obtain

‖[Tn(fh)− fh]ρ1‖L ≤M12(a1, b1)b−1/2
n ‖f ′

h‖L
≤M12(a1, b1)h−1b−1/2

n ω1 (f ;L;h) , n ∈ N.

Combining these and setting h = 1/
√
bn for every fixed n, we immediately

obtain (3.15).

Finally we remark that Theorems 2.5-3.7 for operators defined by (1.7)
and (1.8) are similar to certain results obtained for operators (1.1) and (1.2)
in papers [1, 2, 3].
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E-mail address: zwalczak@math.put.poznan.pl

Received : 05.12.2000.


