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ON THE REDUCIBILITY OF CERTAIN QUADRINOMIALS

JONAS JANKAUSKAS

Vilnius University, Lithuania

ABSTRACT. In 2007 West Coast Number Theory conference Walsh
asked to determine all irreducible polynomials of the form P(z) = 2% +
@) 4+ ¥ 4+ 4 with integer exponents i > j > k > 0, such that for some
positive integer I the polynomial P(z!) is reducible in Z[z]. In this paper
we prove that such polynomials are quadrinomials 4™ + 3™ + 2™ 4+ 4,
where m is an odd positive integer. In addition, Walsh asked for the
examples of reducible quadrinomials z* 4+ z7 4+ 2* +n, n > 4 with no linear
or quadratic factors. We compute the examples of reducible polynomials
of the form above with non-trivial factors and negative coefficient n.

1. INTRODUCTION

Let P(x) be a polynomial with integer coefficients. The polynomial P(x)
is called primitive, if one cannot write P(z) = Py(z') for some polynomial
Py € Z[z] and integer | > 1. The reciprocal polynomial 9 ¥ P(1/z) of the
polynomial P(z) is denoted by P*(x). Through the paper, reducibility shall
always mean reducibility in Z[z].

The following question was posed by Walsh ([9]) in 2007 at West Coast
Number Theory conference (Problem 007 : 14). Let ¢ > j > k be positive
integers. Does there exist an irreducible polynomial P(x) = z* + 27 + 2% + 4
of degree deg P > 17, such that for some integer [ > 1, the polynomial P(z!)
factors in Z[z]?

In addition, Walsh asked for the examples of reducible primitive quadri-
nomials of the form z* + z7 + z* + n with integer constant coefficient
n > 4, which have no linear or quadratic factors. He gave one such example
274+ 2% + 2%+ 8= (2% — 2% —x + 2)(2* + 23 + 322 + 22 + 4).
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The choice of the constant coefficient 4 in the polynomial z* + 7 + 2 +4
is not accidental. A similar example is the binomial 22 4+ 4 which factors after
the change of variable x to 2. The polynomials z*™ +4b* are the exceptional
case in the theorem of Capelli ([12]) on the reducibility of binomials. In
the trinomial case, all reducible polynomials of the form z? + 27 + 4 were
completely determined by Jonassen ([6]). By the theorem given in his paper
[6], there are no irreducible trinomials P(x) = 2° + 27 + 4, such that for some
positive integer [, the polynomial P(z!) is reducible. In contrast, there exist
quadrinomials P(x) = 2% + 27 + 2* 4 4 which have this property. In Section
2, we shall give a complete description of such quadrinomials.

The questions on the reducibility of trinomials and quadrinomials have
received a lot of interest. The reducible trinomials and quadrinomials with
all non-zero coefficients equal to 1 or —1 were investigated by Selmer ([13])
and Ljunggren ([7]). The missing cases in Ljunggren’s work were settled by
Mills ([8]). Many important results and generalizations were established by
Schinzel in the long series of papers starting with [10,11]. In 1972 Fried
and Schinzel ([5]) proved a deep result on the reducibility of quadrinomi-
als. Theorems 2 and 3 in [5] state that for the fixed integers a, b, ¢, d, any
reducible quadrinomial P(z) = ax® + ba’/ + cz® + d either factors into the
product of certain polynomials of standard shape, or such polynomial has
the form P(z) = Py(2'), 1 € Z, 1 > 0, were P, € Z[x] is primitive reducible
quadrinomial of degree less or equal to the effectively computable constant
C(a,b,c,d). Unfortunately, this constant is too large for almost any practical
applications: in our case, C(1,1,1,4) > 28045222 Tp the present paper, we
shall use Ljunggren’s method ([7]) to determine all such exceptional quadri-
nomials ' + 27 + z*¥ + 4 which appear in the question of Walsh. See [1,4]
for a good exposition on the Ljunggren’s method. More recent results on re-
ducibility of trinomials can be found in [3]. For efficient factoring algorithms,
we refer to [2].

2. MAIN RESULTS

The following theorem gives an answer to the first question of Walsh. We
note that in this paper we do not use the same terminology as in [9].

THEOREM 2.1. The only primitive irreducible polynomial P € Z[x] of the
form P(z) = x'+a7+2%+4,i > j > k > 0, such that the polynomial P(z') for
some positive integer | factors in Z[z), is the polynomial P(x) = x*+a3+2%+4.
More precisely, forl =2,

Pa>) =242+t +4=(2* —2® + 22 — 20 + 2)(z* + 23 + 2% + 22 + 2).
Indeed, if the polynomial P(z) = z° 4+ 27 + 2 + 4 has the property asked

in the Problem 007 : 14, then P(x) = P;(z™) for some primitive polynomial
Py () and some positive integer m. By Theorem 2.1, Py (x) = o* + 23 + 2% +4.
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In Lemma 2.2 bellow, we prove that P(z!) is reducible only for even values
| = 2g; in this case the polynomial P(z!) splits into two irreducible factors
x4 — 239 4 229 — 229 4+ 2 and 249 + 239 + 229 + 229 + 2.

LEMMA 2.2. Let P(m) = :Ud—i—ad_lxd_l +---+ai1x+ag be a monic integer
polynomial, such that |ag| = p? > |a1| + |az| + -+ + |ag—1]| + 1, where p is a
prime. Let 1 > 1 be a positive integer, such that P(x') is reducible in Z[z] but
P(z™) is irreducible for any positive integer m < 1 which divides . Then 1 is
even and P(z') = £Q(2)Q(~x), Q € Z[z]. Moreover, for any integer r > 1,
both factors Q(+x") € Z[x] are irreducible.

In Lemma 2.3 we shall determine all the possible forms the product poly-
nomial PP* can take. This will be used in the proof of Theorem 2.1.

LEMMA 2.3. Let P be a quadrinomial P(z) = x° + 27 + 2% + 4 with the
integer exponents i > j > k > 0. Then the polynomial PP* takes one of the
following forms:

1) 4x? 4 2%k § o270 4 Ik 4 4t 4 42tk 4 1920 + 427 4 4200
pPITE 4l ok 4
if i£2), 1A%k jA%, i+k#2, i£j+k

2) 4z 4 27k 4 52T TR 4tk 1900 4 4at R 4 gt I TR 500 4
z* 4+ 4,
if i=2j, 42, j#2% i+k#£2j, i£j+k;

3) 4x? 4 5227k 4 g7 4 ptHIR 4 4t 11920 4 Agt T 4 IR T
52k + 4,
if i£2), i=2k j£2%k i+k#£2), i#j+k;

4) Az 4 2R 4 270§ B TR L 4g T 4 1907 40T 4 Bt IR g 4
xF + 4,
if i£2j, i#£2k, j=2k i+k#£2j, i#j+k;

5) 4?4227k 420270 4 4t 4 42t TR 11920 + 42t R a4 20T 4 a4,
if P42, i£2%, j#2% it+k=2j, i#j+k;

6) 4w + 52k 4 520 4 Ik 41927 2" IR 4 50 4 5k 4,
if i#£2), A2k, j£2% i+k£2, i=j+k;

7) 4z 4 ¥R 4 5% 4 5pttIR 4 1920 4 Bt Itk 4 5l 4 ok 4+ 4,
if i=2j, i£2k, j=2k i+k#2j, i#j+k;

8) 4x? + 5x?F 4 20277 4 42" 4 1927 4 42" 4 227 + Bk + 4,
if i£2j, i=2k j#2%k i+k=2j, i#j+k;

9) 4 + 5% F 4 6227 + 192" + 627 + 52¥ + 4,
if P42, i£2k, j=2%k it+k=2j, i=j+k
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3. COMPUTATIONS

In order to answer the second part of the problem 007 : 14, we have used
the computer to search for the examples of reducible polynomials of the form
P(z) = 2° + 27 4+ 2* + n. Since the polynomial P(x) has no roots of modulus
less or equal to 1 if n > 4, the polynomial P(x) is irreducible provided the
coefficient n is equal to the prime integer p > 5. With MAPLE computer
algebra package we factored all primitive quadrinomials P(z) with composite
constant coefficient n and exponents ¢, j, k in the range 5 < n < 120, i—j < 20,
j—k <20, k < 20. In addition, we factored all primitive quadrinomials P(x)
of this form satisfying inequalities 120 < n < 1000, i — j < 15, j — k < 15,
k < 15. We also searched for the irreducible polynomials P(x), such that
P(z') is reducible for some integer [ in the range 5 < n < 120, (i — j)I < 12,
(j — k)l <12, kI < 12. In all the cases reducible polynomials P(z) had a
factor of the form Q(z!), where Q(x) was a linear polynomial or a quadratic
polynomial. The example 27 + 2° + 23 + 8 of Walsh was the only notable
exception. However, it does not seem easy to prove this.

All found examples of reducible quadrinomials P(z) had two or three
irreducible factors. During the preparation of this paper, A. Schinzel sent a
short remark that any irreducible polynomial dividing the quadrinomial P(x)
has constant coefficient greater than 1, hence the number of irreducible factors
cannot exceed §2(n), the total number of prime factors of n. The sharpness of
this estimate may be shown by the example

o2 428 42t 452 = (2% — 22 + 2)(2® + 22 + 2)(2® — 32 + 13).

Since Q(n) < logn/log2, the number logn/log2 is the best known bound for
the total number of prime factors of the quadrinomials P(x) in question.

Finally, we note that there exist the examples of reducible quadrinomials
P(z) with no linear or quadratic factors and negative coefficient n < —5,
namely, the polynomials

28 + 2t + 2% — 16 =(2® — 322 + 5z — 4)(2® 4 32 + 5z + 4),
o242 42t —16 =(2® — 22 — 2z +2)(2® + 2% — 2 — 2)(2® + 32 + 522 + 4),
o’ a4+ a? - 98 =(2% — 2% 4 22 — 7) (2 + 2® — 2% + 42 + 14),
and
ot a® - 16 = (2° +2® —2? - 2)

("2 — 210422 428 — 2" + 20 420" + 423 —42? +8).

4. PROOFsS

PrOOF OF LEMMA 2.2. Let P(z!) = Q(z)R(x) for some integer [ > 0
and polynomials @, R € Z[z]. The inequality |ag| > |a1|+ |az| + - - -+ |aq,| +1
implies that P, @ and R have no roots of modulus |z| < 1. Thus the constant
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terms of @ and R are equal to £p and they are irreducible in Z[z]. Otherwise
one of the polynomials @ or R would be divisible by the monic non-constant
polynomial S € Z[z] with the constant term S(0) = +1. This is impossible,
since such a polynomial S has at least one root of modulus less or equal to 1.
The same argument also implies the irreducibility of polynomials Q(z") and
R(z") which divide P(z™).

Now, assume that the exponent [ has the property that for any positive
integer m < [ which divides [, the polynomial P(2™) is irreducible. If m = 1,
this means that P(x) is irreducible. Let « be the root of the irreducible factor
Q(z). Since P(z') = Q(x)R(z), the power of this root 3 = a! is the root of
the irreducible polynomial P. Let K = Q(8), L = Q(«), K C L. Let g
be the degree [L : K]. The absolute norm of an algebraic integer 5 over Q
Npo(B) = NL/Q(O/) = NL/Q(a)l = 4p!. In the other hand, by the relative
norm property, Ny, ,o(8) = NK/Q(ﬂ)[L’K] = 4p%9. Thus [ = 2g.

Since [ is even, the number —« is the root of P(x!). The irreducible
polynomial Q(—x) divides P(z!). Then R(z) = £Q(—z). Indeed, otherwise
Q(—z) = —Q(z) or Q(—x) = Q(z). The first case is impossible: the identity
Q(—z) = —Q(z) with = = 0 implies Q(0) = P(0) = 0, contradicting the
inequality |ag| > 1. The second identity Q(—xz) = Q(x) implies Q(z) = T'(z?)
for the polynomial T' € Z[x], thus R(z) = P(z!)/Q(z) = P(2%9)/T(2?) =
S(z?%),S € Z[z]. This leads to the expression P(z%9) = T(2%)S(z?), hence
P(29) = T(x)S(x). This implies that P(z?) is reducible for the integer g wich
is a proper divisor of [, contradicting the condition of Lemma 2.2. O

PRrROOF OF LEMMA 2.3. Assume that integers i, j, k satisfy the inequality
i > j >k > 0. The reciprocal of the polynomial P(z) = 2% + 27 + 2* + 4 is
P*(x) = 42° + 2% + 279 4+ 1. The product F = PP* takes the form

F(x) = 42 + 2278 4 22177 4 4ot 4 gtk gtk

+ 192" + 4zt F 4 IR L4t gl 4 R 4

Let
m =20 wv3=2i1—k, v3=2i—j, wvw=i+j, vs=i+j—k,
ve=1i+k, wvi=i, wvs=i—k, wvo=i—j+k, vip=1-—7],
vir =J, viz==k, wviz3=0.
The multi-set V' = {v,,r = 0,...,13} contains all possible exponents which

appear in the polynomial F. If none of them are equal, F' takes the form
in Case 1). We shall classify all other cases where some exponents v, and
vs, T # s are equal, and the terms of F' with equal exponents add together.
Set

er ={i=2j}, ex={i=2k}, e3={j=2k},
eas={i+k=2j5}, es={i=j+k}.
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The elements of the set E = {e,,7 = 1,...,5} denote the linear relations
among the integers 4, j, k. Note that v; and v13 are the largest and smallest
integers in V. Since i > j > k > 0, all the exponents vy, va, v3, v4, U5, Vg
are strictly greater than the exponent of the middle term v; = ¢, exponents
vg, Vg, V10, V11, V12, V13 are strictly less than v; = ¢. F is self-reciprocal, since
F = PP* = F*. Hence vy = 2i — v13_541,5 = 8,...,13. Thus it suffices to
check all possible cases when some of the integers vs, v3, vy, V5, vg are equal.
Observe that

Vo > V3, V2 >UVs, U4 >UVs, Ugq > Vg.

Hence, all possible pairs of equal exponents vy, s = 2,...,6 are: vo = vy (this
is equivalent to the linear relation es), va = vg (equivalent to es), vy = vy
(e1), v3 = vs (eq), v3 = vg (e5), v5 = vg (e3). The remaining pairs of
equal exponents vs,s = 8,...,13 are determined uniquely by the symmetry
Vs = 20 — V13— s4+1-

The forms of the polynomial F' where the integer exponents 1, j, k sat-
isfy precisely one linear relation in the set E are listed in Cases 2)-6). In
order to check Cases 2)-6), use the expression in Case 1) and add terms
with equal powers z'~ and x"s together if v, = vs. The next step is to
determine all possible forms of F' where the integers i, j, k satisfy two lin-
ear relations {es,e:} C E. Observe that no one pair of the linear relations
{er,ea, {en,eal, {en,es}, {es,ea}, {ea, s} is possible if i > j > k > 0.
The possible pairs are {e1,es}, {e2,es}, {es,es}, {e3,e5}, {es,e5}. Con-
sider the pair {ej,es} as a system of two linear equations in three inte-
ger variables i, j, k. All positive integer solutions of this system are vectors
(1,7, k) = (4u, 2u,u),u € Z,u > 0. In this case, the form of the polynomial F'
with equal exponents vs = vy, v5 = vg, Vg = Vg, V19 = v11 is described in Case
7) of Lemma 2.3. Similarly, the integer solutions to the equations {es,e4}
are (1,4, k) = (4u,3u,2u),u € Z,u > 0 and F takes the form given in Case
8). Observe that all the pairs of equations from the system {es,eq4,e5} are
equivalent and have the solution (i,7,k) = (3u,2u,u),u € Z,u > 0. Hence,
any two of the three relations {es, e4, e5} imply the third one. This situation
is depicted in Case 9). It remains to show that there are no other cases where
three or more linear relations e; € F hold. Indeed, in such case three different
pairs of linear relations, other than all 3 possible pairs from the set {es, e4, €5}
must be satisfied. There would be at least one of pairs {e1,es}, {e2,e4} and
one pair from the set {es, e4, e5}. This is impossible, since all the intersections
of the sets of integer triples (i, j, k) which satisfy such linear relations

{(4u,2u,u),u € Z,u >0}, {(4u,3u,2u),u € Z,u > 0},

{(Bu,2u,u),u € Z,u > 0}
are empty. O
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SKETCH OF THE PROOF OF THEOREM 2.1 Before proceed to prove The-
orem 2.1, we give the sketch of the proof. First, we show that any primitive
quadrinomial P(z) = 2* + 27 + 2% + 4 in question whose exponents (i, j, k)
satisfy a certain linear relation is precisely the quadrinomial z* + 23 + 22 + 4.
Secondly, we consider the polynomial G(z) = Q(—z)Q*(x), where @ is the
polynomial from the factorization P(x') = £Q(z)Q(—x). This factorization
is a consequence of Lemma 2.2. We determine the form of the polynomial
G using reduction modulo 2 and the identity ||P|| = ||G|| for the Euclidean
norms of P and G. Recall that the Euclidean norm ||f|| of the polynomial
fl@) = 5% ajad € Z[z] is defined as || f|| = (3047 a2)1/2. Following [7),
we refer to the equality ||P|| = ||G|| as the identity of Ljunggren. Thirdly,
we use the expression GG*(x) = PP*(z!) and compare PP*(z!) from Lemma
2.3 to GG*(x). We establish that the case 2 + 2® + 22 + 4 is the only one
possible.

PrROOF OF THEOREM 2.1. First suppose that the exponents 4,7,k of
P(x) = 2' + 27 + 2% + 4 satisfy linear relations i = 2k and i + k = 2j. Then
(i, 4, k) = (4u, 3u, 2u) for some positive integer u so P(z) = x4+ 3%+ 224 +4,
which is primitive for v = 1. A simple computation shows that the polynomial
Pi(z) = 2* + 23 + 2% + 4 is irreducible, and Py (2?) = (2* — 23 + 22 — 22 +
2)(z* 4+ 2% + 22 + 22 + 2). For even integers [ = 2g > 0 the polynomial P; (')
splits in Z[x] into Py (2!) = (249 — 239 + 229 — 229 4+ 2) (249 + 239 + 229 4229+ 2).
By Lemma 2.2, both factors are irreducible. By Lemma 2.2, Py(z!) is irre-
ducible for odd exponents [. Below we shall show that this case is the only
possible. Note that the linear relations ¢ = 2k, 7 + k = 2j appear in the Case
8) of Lemma 2.3. Hence we have to prove that every quadrinomial P(z) in
the question of Walsh satisfies P(z!)P*(z!) = F(2!), where F is a polynomial
in Case 8) of Lemma (2.3).

Let P(x) = 2 4+ 27 + 2% + 4 be an irreducible polynomial and I > 0 be
an integer such that P(z!) splits in Z[z], while P(z™) is irreducible for any
integer m, 1 < m < [ dividing the exponent I. By Lemma 2.2, [ = 2¢g,¢g € Z,
and P(z!) = £Q(x)Q(—z). Without loss of generality, we may assume that
Q(7) is monic. Then P(z!) = (~1)YQ(x)Q(—x). The polynomials Q(x) and
Q(—x) have equal constant terms +2, hence P(x) = Q(z)Q(—z). This implies
that the degree ig is even. Also, Q(0) = 2. Otherwise Q(x) has a positive
real root which is impossible, since P(z) > 0 if 2 > 0. Consider the reduction
of P(x29) modulo 2:

P(29)* = P(z*) = Q(z)Q(—x) = Q(z)* (mod 2).

Hence Q(z) = P(29) = 2% + 279 + 289 (mod 2). Let G be the product
G(z) = Q(—z)Q*(x) of degree 2ig. Note that the polynomial G satisfies the
identity 229G (1/x) = (—1)*9G(—=x). Since ig is even, G*(x) = G(—x). Hence
the integer coefficients of G(z) = Zifo bsz® which are symmetric with the
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respect of middle term are equal in modulus, more precisely,
(4.1) by = (—1)°big—s,0 < s < 2ig.
Reduce G(z) modulo 2:

G(z) = @ (£)Q(~2) = Q°(2)Q(x) = (209420041210 4794 5+9)
(4.2) = 2=k 4 0.(20=0)g 4 ((i+i=k)g | pig | p(imi+k)g | 059 4 ookg (mod 2).
Note that in (4.2) the commuting of the operation % and reduction (mod 2)
is essentially used, which make sense since f*(x) (mod 2) = (f(z) (mod 2))*
if and only if the leading coefficient of f € Z[z] is odd.

Since @ is monic, @Q(0) = 2, the leading and constant coefficients of G
are equal to 2. Since 7 > j > k > 0, the exponents in G modulo 2 satisfy the
inequalities

(2i —k)g>(2i—j)g = (i+j—k)g >ig>(i—j+k)g=>jg>kg,
provided i + k > 2j or

(2i —k)g> (i+j—k)g > (2i—j)g>ig>jg=(i—j+k)g> kg,
provided i+k < 2j. Hence the polynomial G(x) in (4.2) has 7 odd coefficients
ifi+k+#2j. lfi+k=2j, G(x) modulo 2 takes the form
(4.3) Gz) = 29 4 219 4 2% (mod 2),

with 3 odd coefficients. Observe that P(z!) P*(z!) = G(2)G*(x). The equality
holds since (@*)* = @ which is true since Q(0) # 0. By the identity of
Ljunggren, ||G||> = ||P||? = 12 + 12+ 12+ 42 = 19. The leading and constant
coeflicients of G are equal to 2, thus the sum of squares of coefficients bs, 1 <
s < 2ig — 1 is equal to 11. In addition, there must be precisely 3 or 7 odd
coefficients by (4.2) and (4.3). All such possible sums of squares are

(4.4) 11 = 32417412 = 22422 412417412 = 224 121124 124 124 12 112 12
The absolute values of the coefficients of G are symmetric with respect to
the middle term b;y =1 (mod 2). Thus an integer which appears in the sum
of squares above the odd number of times must be the absolute value of the
middle coefficient b;5. Hence the summands in the third sum in (4.4) cannot
be the squares of coefficients of the polynomial G. This implies that G has 3
odd coeflicients and the exponents i, j, k satisfy the relation ¢ + k& = 2j. Using
the identities (4.1), (4.3), and (4.4) we deduce that G takes one of the forms:

(4.5) G(z) = 2279 + exPR9 4 35299 4 (—1)*9exk9 + 2,
(4.6) G(z) = 2059 4 12 PRI 4 20,219 4 529
+ (=1)' 20297 4 (=1)*e %9 4 2,

the coefficients ¢, €1, €9, d are all equal to —1 or 1 and ¢ is an integer 0 < ¢ < ig.
Also, note that the terms z!+%, 2%9~* do not coincide with any other term
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of the polynomial G in (4.6) by (4.4). We shall determine the coefficients
€,€1,€2,0. Observe that G(1) = Q(1)Q(—-1) = P(1) = 7. In (4.5), this is
possible if and only if 6 = 1 and e + (—1)*9¢ = 0, hence the exponent kg is
odd in (4.5). Moreover, we may assume that ¢ = 1. Otherwise, replace = by
—xz. Thus G in (4.5) takes the form

(i) 22%9 4 x(2=k)9 4 3299 — k9 42 24 kg.

Consider G in (4.6). There are three cases where G(x) takes the value G(1) =
T

(a) 2| kg, 2tt,e1 =1, =1. Assume €3 = 1, otherwise change z to —x;

(b) 2|t 21kg,ea =1, = —1. Assume £; = 1, otherwise change z to
—

(c) 2|kg,2lt,e1=-1,e0=1,6=1.

The polynomial G in Cases (a),(b),(c) takes the forms (ii), (iii), (iv) below,
respectively.

(ii) 22219 + p(21=k)9 4 2t+i9 4 219 _ 29897t 4 k9 4 9
(iii) 2229 4 £(21=F9 4 2ptHi9 _ g9 4 9909—t _ gho 4 9
(iv) 2229 — x(2i=k)g L 9gt+io 4 gi9 4 9499~ _ gho 4 9

In each case (i), (ii), (iii), (iv) we check if G(z)G*(z) = P(z%*9)P*(2%9) =
F(229), where F(x) is one of the polynomials in Lemma 2.3. Since i+ k = 27,
it suffices to check Cases 5), 8), 9) in Lemma 2.3. First, assume that G takes
the form (i). Then

G(z)G* () = 429 + 12239 — p(4=2R)9 4 19429 _ 22k9 | 12299 4 4

has 7 non-zero coefficients, hence it must coincide with F(z2?9) in Case 9) of
Lemma 2.3. This is impossible, since the coefficients of F' are different from
the coefficients of GG*. Next, assume that G takes the form (iii). Compute
the product GG* modulo 4:

G(z)G*(z) = —xW72R)9 _ 2219 _ 22k9 (mod 4).

None of the polynomials F in Lemma 2.3 satisfy F(2?9) = G(x)G*(z)
(mod 4). Thus the form (iii) is impossible.

Assume that G takes the form (iv). The integer 2ig is largest exponent
in G. Let v be the second largest exponent in G. Clearly, v = (2i — k)g or
v = t+1ig. Observe that 2ig+v > s+r if at least one inequality r < 2ig, s < v
is strict. Hence the second largest exponent in GG* is 2ig +v. Thus the first
two terms of GG* are x%%9 — 42(4=K)9 if (2i — k)g > t 4 ig or ¥ 4 839+
if (26 — k)g < t+1ig. Such terms do not occur in any polynomial in Lemma
2.3. Hence we reject the form (iv).
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This implies that G takes the form (ii). The product GG* is

G(I)G* (I) — 4x4ig + 4x(4i7k)g _ 4x2t+2ig + I(4if2k)g + 4$3ig + 2x(3i7k)g
+ 4x(2i+k)g 4 191,21'57 4 41,(2i—k)g 4 21,(i+k)g 4 41,1'_(] 4 Z'ng
— 4972 4 Yok9 44,

Thus GG* coincides with the polynomial F(x29) in Case 5), 8) or 9) of Lemma
2.3, since i + k = 2j in (ii). Since ¢ > k > 0, the integer 4i — k is strictly
greater than 3i,4i — 2k,3i — k,2i + k. If (4é — k)g > 2ig + 2t, then the
second leading term of GG* is 42(*=%)9. This leads directly to the Case 8)
of the Lemma 2.3. Indeed, only polynomials F'(z) in Case 5) or Case 8) have
terms with coefficients equal to 4 which are not leading nor constant terms.
The term with the second highest exponent 4z(*~%)9 in GG* must coincide
with the term 4220479 or 4220+k)9 in F(229) in Case 5). Since j > k, the
exponent 2(i + j)g is greater than 2(i + k)g. Thus (4i — k)g = 2(i + j)g, so
4i — k = 2i + 2j. Together with the identity ¢ + k = 2j in Case 5) the linear
relation 4i — k = 2i + 27 implies ¢ = 2k, which implies Case 8) of Lemma 2.3.

Hence we may assume that (4i — k)g < 2ig + 2t. If the inequality is strict,
then the second leading term of GG* is —4x2%912!, However, the polynomials
in Lemma 2.3 have no negative terms. Hence (4i — k)g = 2ig + 2t. Thus

GG* = 41,4ig +1,(4i72k)g +4x3ig + 21,(31'7]{2)9 +4x(2i+k)g
+ 19279 + 4z 7R 4 23R 4 40 4 2he 4y,
Let F(x) be the polynomial in Case 5) of Lemma 2.3. Replace x by 229
and use the identity 25 = i + k. The resulting polynomial is
F(I’2g) :41,41'9 + x(4i72k)g + 21,(41'72]')9 + 41,(2i+2j)g + 4x(2i+2k)g
+ 19x2ig + 4$(2i—2k)g + 4x(2i—2j)g + 2x2jg + $2kg +4
:41,41'9 +x(4i72k)g +2x(3ifk)g +4x(3i+k)g +41,(2i+2k)g
+ 191,21'_(] 4 4Z(2i_2k)g + 4ﬂf(i_k)g 4 21,(i+k)g 4 I'ng 4 4.
The difference F(229) — GG* = 4gB k)9 4 45:(2142k)9 4 45:(21=2k)g 4 4(i=k)g
42%19 — 4x(21HR)9 45 (21=k)9 _ 4499 £ 0, since the exponent (3i + k)g is the
larger than other exponents in F(z%9) — GG*. Thus GG* does not coincide
with a polynomial given in Case 5) of Lemma 2.3.

Let F(z) be the polynomial in Case 9) of Lemma 2.3. The equations
j=2k,2j=i+k,i=j+kimply (4,4, k) = (Bu,2u,u),u € Z,u > 0. Hence

GG* = 4x12ug +I10ug +4x9ug + 2I8ug +4x7g 4 19I6ug +4I5ug
+ 2219 4 42399 4 %9 4 4,
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Also, F(229) = 421249 4 521049 4 62849 4 192649 4 62149 + 52249 + 4 and
F(2%9) # GG*, so Case 9) is impossible. Hence we conclude that Case 8) is
the only one possible. This completes the proof. O
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