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Abstract
The purpose of this research is to examine the causal relationship between energy and economic growth in Croatia using data for the period from 1993 to 2006. We use a bivariate model of real GDP and five energy variables: energy consumption in industry and households, oil consumption, primary energy production and net energy imports. Since we found cointegration for all of the tested relationships, we use an Error Correction Model (ECM) which also allows us to distinguish between long and short term relationship among the variables. The empirical results provide clear support of causality that runs from real GDP growth to all energy variables. Our results differ from most of the studies analysing developing countries and are similar to those investigating developed, post-industrial economies with strong tertiary sector. Our research results reflect relatively low energy intensity in Croatia as a consequence of transition depression during the 1990s and the process of deindustrialization.
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1. Introduction

During the last two decades there have been a number of papers dealing with the causality between economic growth and energy, especially energy consumption. Strong interdependence and causality between economic growth and energy consumption is a stylized economic fact, but the existence and direction of causality is still not clearly defined. Broadly speaking, all papers could be divided in two groups. The first one consists of papers that argue that energy is a crucial input of production and therefore the necessary requirement for economic and social development, but potentially it could also be a limiting factor to economic growth. On the other hand, the other group of papers argued that energy has no significant impact, which is known as neutrality hypothesis. To the best of the author’s knowledge, except a paper by Gelo (2009) which uses a different methodology there are no studies addressing the causal relationship between energy and economic growth in the case of Croatia. The purpose of the paper is, therefore, to investigate the existence and direction of causality between economic growth and energy consumption (in industry and households) and specifically oil consumption. The paper will also examine the causal relationship between economic growth and net energy imports, as well as the causality between economic growth and primary energy production in Croatia and to obtain policy implications from the research results. Our hypothesis is that, similarly to most of the developing countries, in Croatia there is a causal relationship running from energy consumption, production and import to GDP growth.

There are several reasons why such an analysis is worthwhile. First, in the light of escalating tensions with some large oil and gas producers, there has been an ongoing debate, in Croatia and worldwide, on how to reduce dependence on foreign (import) energy supply in a reasonable time-frame without reducing economic growth. Therefore it is very important to know the direction of the causality between energy imports and consumption on one hand, and GDP growth on the other. If causality runs from energy to GDP, it would imply that the reduction in energy net imports would considerably harm economic activities. Second, pollution and global warming has become an important issue for economic policy. Since energy production and consumption are one of the main sources of CO₂ emissions, the dilemma whether the reduction of energy production and use would lower economic growth has become a crucial issue for economic and energy policy. Third, in the context of Croatia’s goal to increase energy efficiency, it is important to know what this target would mean for the GDP growth in the short and long run.

The paper is organized in the following way. Section 2 gives the overview of the theoretical and empirical findings on the role of energy in economic growth. Section 3 describes the econometric methodology and presents the obtained empirical results. Final section contains the conclusions.
2. Energy and economic growth within the theoretical and empirical framework

2.1. Theoretical findings on the role of energy in economic growth

The mainstream theory of economic growth pays little attention to the role of energy in economic growth. However, in order to understand the importance of energy in economic growth, it is necessary to start with the role of energy in the production. Considering the theories of production, the neo-classical economic theory explains the economy as a closed system where output is produced by inputs of labour and capital. Therefore, the economic growth is the result of the increased inputs or their quality. Energy inputs have indirect importance and they have been seen as intermediate inputs. According to Stern (1999), the mainstream economists have accepted the concept of primary and intermediate factors of production. Primary factors of production are inputs that exist at the beginning of the period under consideration and are not directly used up in production (though they can be degraded and can be added to), while intermediate inputs are those created during the production period under consideration and are used up entirely in production. Capital, labour and land are the primary factors of production, while goods such as fuels and materials are intermediate inputs. This approach has led to a focus in mainstream growth theory on the primary inputs, especially capital and labour, while intermediate inputs like energy have got an indirect role. According to them, the quantity of energy available to the economy is endogenously given, though determined by biophysical and economic constraints (Stern and Cleveland, 2004:5). The importance of energy in the economic system was first stressed by Georgescu-Roegen (1971) who argued that the physical dimension of economic production needed more explicit attention in growth theory. After the first oil crisis in 1973-74 other economists started to formulate energy-dependent production functions that included energy and materials besides conventional labour and capital inputs (for example; Tintner et al., 1974; Berndt and Wood, 1979).

Generally, neo-classical production function explains economic growth with an increase in labour, capital and technology where total factor productivity (TFP) is the portion of output that cannot be explained by the amount of inputs used in the production. TFP growth is usually measured by the Solow residual, although it accurately measures TFP growth only if the production function is neoclassical, if there is perfect competition in factor markets and if the growth rates of the inputs are measured accurately (Comin, 2006:1). Solow (1956) also showed that cross-country differences in technology may generate important cross-country differences in income per capita, which has also been confirmed in Hall and Jones (1999) study. The technological progress is the only cause of continuing economic growth, though the Solow model did not explain the sources of technology upgrading.
Understanding the determinants of technology progress and technology adoption is the key for understanding cross-country variations in TFP. More recent models, known as endogenous growth theories, explain the reasons for technological progress with economic choices and decisions taken by firms and individuals. While the neoclassical theory of growth is based on two “growth engines” – population growth and the traditional savings-investment-capital accumulation mechanism, the endogenous growth theory focuses on two growth mechanisms – capital investment and R&D, or accumulation of physical and knowledge capital. The AK models were the first version of endogenous growth theory and they got their name because they result in a production function of the form $Y=AK$, with $A$ constant. In the newer version, capital $K$ also includes human capital (population and labour force). The growth of human capital is not subject to declining return, as in Solow model, because of the technology spillover effects. Neo-AK models began with Romer (1986, 1990). Romer argued that knowledge can be monopolized long enough to be profitable to the discoverer, but that it almost immediately becomes available as a free good (spillover) accessible to others. Lucas (1988) presented a closely related approach and focused on “social learning” and the trade-off between consumption and the development of “human capital”.

The second approach to endogenous growth theory followed Schumpeter’s ideas and focused on active and deliberate knowledge creation. Romer (1990), Grossman and Helpman (1990, 1991) and Aghion and Howitt (1992) created models where economic growth is based on research and development (R&D models) and the production of new technologies is of crucial importance. Most models assumed that inventors and innovators have negligible success at appropriating the benefits of their efforts (Ayres and Warr, 2009:164). Other models link the adoption of technologies to the role of institutions (Acemoglu et.al., 2006), financial markets (Aghion et.al, 2006) and policies (Holmes and Schmitz, 2001). The important implication of endogenous growth theories is related to the role of policy measures like subsidies to R&D and investments in education that might be the key to long-term economic growth. However, all endogenous growth models based on human capital and knowledge share a fundamental drawback: they are and likely to remain essentially qualitative and theoretical since none of the proposed core variables (knowledge, human capital etc.) is easily quantifiable. At best, the obvious proxies (education expenditure, years of schooling and R&D spending) exhibit significant multinational cross-sectional correlation with economic growth (Ayres and Warr, 2009).

Regarding technology in energy sector, each technology has its own costs and benefits and there is no technology which can be seen as the ideal answer to the energy crisis (Chevalier, 2009:264). Among all technologies, the GHG (greenhouse gas emissions) technologies do not pay for the damage to the climate that they are generating. One important component of energy policy is to correct this asymmetric situation: to tax or to limit emissions and to set up well designed incentives for
promoting and accelerating low carbon technology options. The pace at which low-emissions technologies emerge depends in great part on national energy policies.

Although these new growth theories have successfully addressed the problem of endogenising growth by linking growth performance to profit incentives, according to Zon and Yetkiner (2003) they continued to neglect the fact that equally endogenous energy-saving technical change will be necessary to make these growth paths sustainable in practice. They have incorporated energy as an explicit factor of production in an endogenous growth model and concluded that rate of growth depends negatively on the rate of growth of real energy prices. This conclusion implies that continuously rising real energy prices will tend to slow-down economic growth. The reason is that the rise in real energy prices will lower the profitability of using new intermediate goods and hence, the profitability of doing research, and therefore has a negative impact on growth. There have been some other recent studies that analyse the role of resources in growth models with endogenous technological change. Ayres and van den Bergh (2005) proposed a more disaggregated view on growth engines or mechanisms. They offered a model of economic growth with energy resources and dematerialization, and considered three growth mechanisms: 1) the resource use (fossil fuel) growth engine, 2) the scale-cum-learning growth mechanism and 3) the value creation (“dematerialization”) growth engine. They concluded that for sufficiently high growth rates, required resource input increases almost linearly with income. Although theoretical results provide insufficient information on future patterns of growth in relation to resource use, the most relevant policy tool is R&D investment, supplemented by regulation as applied to natural resource utilization, especially energy use efficiency and “dematerialization”. Smulders and de Nooij (2003) argue that energy use has a positive growth rate apart from a possible on-time reduction in the level of energy use. The level of technology affects the use of energy, while the availability of investment capital has considerable impact on the level of energy consumption and economic growth (Dahl, 2008:56). Tahvonen and Salo (2001) develop a model with renewable and non-renewable energy resources and include extraction costs for fossil fuels and production costs for renewable energy resources. Their model very realistically explains the growth process for the economy passes through pre-industrial, industrial and post-industrial stage of development as the use of fossil fuels rises in the beginning and then falls later.

After the oil crisis in 70s and 80s the energy resources and their prices have gained much more research attention. According to the macroeconomic theory, in the short run an increase in energy prices leads to an increase in the domestic price level and a decrease in output due to higher costs. This situation decreases the aggregate demand and may lead firms to change or even cancel their investment plans, especially because increased energy prices can result in higher interest rates. The impact on output and employment is determined by the relative supply responses of labour and capital. To the extent that labour market institutions inhibit the adjustment of
real wages to the shocks - i.e. higher energy prices imply higher input prices which reduce profitability - the deterioration in terms of trade following an energy shock can affect the equilibrium of employment by creating a wedge between the value-added and consumer prices. In general, the smaller the short-term economic impact of an energy shock on output and employment, the higher the proportion of the price rise that can be passed on to consumers and/or the more flexible the wages, if the price rise cannot be passed on (OECD, 2004). However, today we are talking about the new energy crisis, which is not related only to high oil prices or to the exhaustion of oil and gas reserves. According to Chevalier and Ouédraogo (2009), this new crisis comes from the recent intrusion of climate change issues into energy economics and geopolitics and it requires collective action.

Development literature in the 1970s and 1980s focuses the question of natural resources impact on economic growth and development. It has been observed that the possession of oil, natural gas or other valuable natural resources does not necessarily lead to economic success, while some East Asian economies like Japan, Korea, Taiwan, Singapore and Hong Kong have achieved high growth rates with no exportable natural resources. This puzzling phenomenon is known as “natural resource curse” coined by Auty (1993, 2001). The question about the long-term growth effects of natural resource production and natural resource price booms was studied implicitly through the issue of whether natural resource production promoted de-industrialization. These models are known as Dutch Disease models and they argue that the existence of large natural resource sectors or booms in these natural resource sectors, will affect the distribution of employment throughout the economy, as wealth affects pull resources in and out of non-traded sectors. Therefore, these sectoral shifts can affect long term growth. The process is painfully reversed when the world price of the export commodity goes back down, as it happened with oil during the 90s. Another interpretation (Frankel, 2010:20) is that, even if the perceived longevity of the increase in world price turns out to be accurate, the crowding out of non-commodity exports is undesirable because the manufacturing sector has greater externalities for long-run growth. Sachs and Warner (1997) found the empirical evidence for a negative relation between natural resource intensity and subsequent growth in the period from 1970 to 1990. Their findings remain significant even after controlling for a large number of additional variables that other studies have claimed to be important in explaining cross-country growth.4

One of the most widely stressed causes of the hypotheses that natural resources could be a curse to long-run development is related to the quality of institutions and governance. During the last few years there has been a considerable growth in research on “good governance” and the quality of government institutions.

4 The list of additional variables includes initial GDP, open policy, investment rates, human capital accumulation rates, changes in the external terms of trade, government expenditure ratios, terms of trade volatility and the efficiency of government institutions.
This development has been induced by empirical findings among economists that such institutions can be considered as the key to understanding economic growth in developing countries (Acemoglu, Johnson, and Robinson, 2002; Acemoglu, Johnson, and Robinson, 2001; Easterly, 2001; Easterly and Levine 2003, Rodrik, Subramanian, and Trebbi, 2004). Consequently, the neoclassical economic thought has been expanded and incorporated such new ideas. New institutional economics has been developed and provided with new evidence of the role of institutions in market economies. Overall institutional environment and especially economic institutions, influence the structure of economic incentives in an economy. Access to energy and to economic development in developing countries relies heavily on state support and government commitment. It is government’s responsibility to establish a clear institutional framework and to decide the role that is to be given to state-owned companies, private national capital and international investors. Therefore the relationship between energy resources, energy policy and economic development is heavily determined by the type of political governance that is in place (Chevalier, 2009:136). Institutional economists have especially contributed to the understanding of the role of energy in economic development by introducing the impact of economic, social and political institutions on efficient use of energy (Paavola and Adger, 2005). However, environment has not been a central concern for new institutional economics which has focused on industrial organization and public choice, but it has demonstrated under what circumstances environmental governance institutions are likely to be effective. This raises the potential for amending institutional structures, for example by altering financial incentives or creating communication networks, to facilitate individual and collective behaviour in order to reach low-carbon economy (Ockwell, 2008: 4603).

During the time, the alternative views on economic growth have appeared. There are much of the relevant literature outside the mainstream known as ecological economics that emphasis the importance of energy in production and growth. Even more, some of them see the energy as the only primary factor of production, while capital and labour are treated as flows of capital consumption and labour services, rather than stocks (Gever et.al., 1986). Not just that energy is a crucial production factor according to ecological economists, but some (Cleveland et.al., 1984) even conclude that energy availability drives economic growth, in the contrast to economic growth that result from increased energy use. The previously mentioned ecological economists focus on the material basis of the economy and consider an economy as an open subsystem of the global ecosystem. Although various schools of thought exist in the field, they all come from common principles – the laws of thermodynamics. The first law of thermodynamics states that energy cannot be created nor destroyed, only transformed. This means that the only available energy source is solar energy that can be used directly or in an embodied state such as fossil fuels. The second law states that the entropy of an isolated system, which is not in equilibrium, will tend to increase over time. It implies that energy can be reused, but it will increasingly
reach a less useful state and therefore additional energy is required. This also implies limits to the extend to which energy can be substituted for by other inputs into the production process (Ockwell, 2008: 4601).

2.2. Empirical findings on the role of energy in economic growth

Although strong interdependence and causality between economic growth and energy consumption is a stylized economic fact, the direction of causality between economic growth and energy consumption is not clearly defined. In the last two decades, a number of academic papers explored the relationship between economic growth and energy, mostly energy consumption, as it is stated in the remainder of this section. On one hand, it is argued that energy is a vital and necessary input along with other factors of production (such as labour and capital). Consequently, energy is a necessary requirement for economic and social development so that energy is potentially a “limiting factor to economic growth” (Ghali and El-Sakka, 2004:225). On the other hand, it is argued that since the cost of energy is a very small proportion of GDP, it is unlikely to have a significant impact; hence there is a “neutral impact of energy on growth”. The overall findings vary significantly with some studies concluding that causality runs from economic growth to energy consumption, other conclude the complete opposite, while a number of studies find bidirectional causality. One of the first relevant studies was the one from Kraft and Kraft (1978) that examined energy consumption and GNP of the USA within the period 1947 - 1974. They found out that the causality runs from GNP to energy consumption. This pioneering study intensified the interest in the research of the relationship between economic growth and energy consumption. Akarca and Long (1980) changed the time period used in Kraft and Kraft and found no statistically significant causal relationship. Erol and Yu (1987) found a significant causal relationship between energy consumption and income in the case of Japan for the period 1950-1982, supporting the view that Granger causality runs from energy consumption to income. Inconsistent results for the causality direction might be due to the methodological differences and the choice of different time periods. Mozumder and Marathe (2007) find unidirectional causality running from GNP to energy consumption in Bangladesh. Shiu and Lam (2004) report unidirectional causality running from energy consumption to GNP in China, while Jumbe (2004) found bidirectional causality between energy consumption and GNP in Malawi. On the other hand, the neutrality hypothesis is found by Yu and Hwang (1984), Yu and Choi (1985), Yu and Jin (1992) and Cheng (1995). For Taiwan, Yang (2000) investigated the causal relationship between real gross domestic product (GDP) and several disaggregate categories of energy consumption, including coal, oil, natural gas, and electricity, and found that there is unidirectional causality running from economic growth to oil consumption in Taiwan without any feedback effect. Similarly, in the case of South Korea, Yoo (2006) finds unidirectional short term causality from economic growth to coal consumption, and long term bidirectional causality.
Most studies focus developing countries, which is understandable because these countries are economies with the highest energy intensity aiming to increase the energy efficiency. Still, the empirical evidence is mixed for industrialized countries as well. Erol and Yu (1987) found a significant causal relationship between energy consumption and income in the case of Japan for the period 1950-1982, supporting the view that Granger causality runs from energy consumption to income. Inconsistent results for the causality direction might be due to the methodological differences and the choice of different time periods. Chontanawat, Hunt and Pierse (2008) tested the causality between GDP and energy on large sample of OECD and non-OECD countries. They find that causality from energy to GDP is found to be more prevalent in the developed OECD countries compared to the developing non-OECD countries, implying that a policy to reduce energy consumption aimed at reducing emissions is likely to have greater impact on the GDP of the developed rather than the developing world. Gelo (2009) found causality running from GDP growth to total primary energy consumption in Croatia for the period 1953-2005. Unfortunately the results are dubious since a faulty methodology was used – using a VAR model in the presence of cointegration when an error correction model should have been employed.

The most recent study on the sample of 22 small European countries, conducted by Žiković and Vlahinić-Dizdarević (2009), resulted in findings that in less developed countries oil consumption causes economic growth, while in highly developed European countries economic growth causes oil consumption. The exception is the group of four countries (Croatia, Latvia, Lithuania and Moldova) which experienced transition depression and deindustrialization that had resulted in sharp industrial decline and decreased industrial oil demand.

Although the direction or the intensity is not clear, based on the published research one may conclude that there is strong evidence to support the thesis of bidirectional or unidirectional causality between economic growth and energy consumption. The direction of causality has significant policy implications because knowing the direction of causality has direct implications on forming government policies regarding the energy conservation and subsidies system. Under the assumption that there exists unidirectional causality going from economic growth to energy consumption, it means that energy conservation policies will have little or no adverse effects on economic growth of a country. The policymakers may then use these findings in decreasing the tax burden and attracting the investments or in increased government spending. On the other hand, if unidirectional causality runs from energy consumption to economic growth, state should employ additional resources in subsidizing energy prices and securing long term and stable energy sources for its economy. In such a situation, reducing energy consumption, for example through bringing domestic energy prices in line with market prices, could lead to a fall in income and employment.
3. Data and the model

Data used in the analysis of Croatian causality between economic growth and use of energy is real GDP annual series in millions of USS, final energy consumption of industry and households, primary energy production, net import of energy in thousands tons of oil equivalent and oil consumption in thousands of barrels/daily. Time period used in this analysis used is 1993 – 2006. A serious problem of the analysis is the length of the analysed time period due to the short period of Croatia’s independence. Analysis would be far more robust if the quarterly data were available but the lack of the quarterly data on energy consumption prevents this approach.

The variables that are analysed in the paper are given in abbreviations, as follows:
GDP – natural logarithm of real gross domestic product in millions of USS,
FEC_H – natural logarithm of final energy consumption (households) in thousands tons of oil equivalent (TOE),
FEC_I – natural logarithm of final energy consumption (industry) in TOE,
PEP – natural logarithm of primary energy production in TOE,
NIE – natural logarithm of net imports of energy in TOE,
OIL – natural logarithm of oil consumption in thousands of barrels per day

Tables 1 and 2 present the descriptive statistics and normality test for level and first differenced variables.

Table 1: Descriptive statistics and normality tests for analysed variables within the period 1993 – 2006

<table>
<thead>
<tr>
<th>Main statistics</th>
<th>GDP</th>
<th>FEC_H</th>
<th>FEC_I</th>
<th>PEP</th>
<th>NIE</th>
<th>OIL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Descriptive statistics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>14,882.95</td>
<td>1,638.64</td>
<td>1,422.50</td>
<td>3,935.29</td>
<td>4,100.29</td>
<td>86.52</td>
</tr>
<tr>
<td>Median</td>
<td>14,436.24</td>
<td>1,664.50</td>
<td>1,416.00</td>
<td>3,928.50</td>
<td>4,179.00</td>
<td>88.97</td>
</tr>
<tr>
<td>Minimum</td>
<td>10,902.62</td>
<td>1,220.00</td>
<td>1,257.00</td>
<td>3,569.00</td>
<td>2,568.00</td>
<td>62.82</td>
</tr>
<tr>
<td>Maximum</td>
<td>19,278.98</td>
<td>1,926.00</td>
<td>1,637.00</td>
<td>4,494.00</td>
<td>5,262.00</td>
<td>99.00</td>
</tr>
<tr>
<td>St.Dev.</td>
<td>2,536.95</td>
<td>224.28</td>
<td>110.13</td>
<td>270.43</td>
<td>901.00</td>
<td>9.28</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.17</td>
<td>-0.59</td>
<td>0.39</td>
<td>0.37</td>
<td>-0.31</td>
<td>-1.09</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2.07</td>
<td>2.39</td>
<td>2.50</td>
<td>2.33</td>
<td>1.78</td>
<td>4.08</td>
</tr>
<tr>
<td><strong>Normality tests</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jarque-Bera test</td>
<td>0.577</td>
<td>1.042</td>
<td>0.493</td>
<td>0.584</td>
<td>1.096</td>
<td>3.467</td>
</tr>
<tr>
<td>(p value)</td>
<td>0.500</td>
<td>0.325</td>
<td>0.500</td>
<td>0.500</td>
<td>0.297</td>
<td>0.044</td>
</tr>
<tr>
<td>Lilliefors test</td>
<td>0.119</td>
<td>0.156</td>
<td>0.198</td>
<td>0.138</td>
<td>0.164</td>
<td>0.172</td>
</tr>
<tr>
<td>(p value)</td>
<td>0.500</td>
<td>0.453</td>
<td>0.141</td>
<td>0.500</td>
<td>0.377</td>
<td>0.307</td>
</tr>
<tr>
<td>Shapiro-Wilk/Francia</td>
<td>0.973</td>
<td>0.921</td>
<td>0.947</td>
<td>0.951</td>
<td>0.924</td>
<td>0.901</td>
</tr>
<tr>
<td>(p value)</td>
<td>0.914</td>
<td>0.225</td>
<td>0.522</td>
<td>0.583</td>
<td>0.254</td>
<td>0.233</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations
While changes in the real GDP is border line normally distributed, energy variables are normally distributed with slight positive skew and platokurtotic, meaning that extreme changes were not recorded in the observed period. We use the Augmented Dickey-Fuller method to test for the existence of unit roots and identify the order of integration for each variable. If the tested variables have unit roots, we can capitalize on the likelihood of co-movements in their behaviour hence the possibilities that they trend together towards a stable long-run equilibrium. Unit root tests are performed allowing for an intercept and a time trend. The Newey and West method is applied to choose optimal lag lengths. Unit root test for level and first differenced GDP and energy variables in the period 1993-2006 is presented in table 3.

Table 3 shows us that we can reject stationarity of levels for all tested variables and that the variables are integrated of order 1. For final energy consumption in industry, primary energy production, net import of energy and oil consumption differencing transformed them into stationary variables. GDP and final energy consumption in household remained nonstationary after differencing and had to be filtered with an ARMA model to become stationary.
Recent developments of the cointegration concept indicate that a vector autoregressive (VAR) model specified in differences is valid only if the variables under study are not cointegrated. If they are cointegrated, an error correction model (ECM) should be estimated rather than a VAR as in a standard Granger causality test (Granger, 1988). Hendry and Juselius (2000) emphasize the importance of correct model specification. Following Granger (1988), we use an ECM instead of a VAR model, since the VAR model is misspecified in the presence of cointegration. VAR models may suggest a short run relationship between the variables because long run information is removed in the first differencing, while an ECM can avoid such shortcomings. In addition, the ECM can distinguish between a long run and a short run relationship among the variables and can identify sources of causation that cannot be detected by the usual Granger causality test.

ECM model used in this paper can be written as:

$$X_t = \alpha_{12} + \sum_{i=1}^{n} \beta_{1i} \Delta X_{t-i} + \sum_{j=1}^{m} \beta_{12j} \Delta Y_{t-j} + \theta ECM_{t-1} + u_t$$ (1)

$$\Delta Y_t = \alpha_{22} + \sum_{j=1}^{m} \beta_{21j} \Delta Y_{t-j} + \sum_{i=1}^{n} \beta_{22i} \Delta X_{t-i} + \lambda ECM_{t-1} + \varepsilon_t$$ (2)

Regardless of the formulation used, similar studies have shown that the result of causality is very sensitive to the lag length adopted in the models. Fortunately, Hsiao (1981) introduced a way to help determine the optimum lags to be used, by combining the Granger definition of causality and Akaike’s FPE criterion. The Hsiao procedure involves two steps. For the first step Eq. (2 and 4) or Eq. (5 and 6) are estimated with various lag lengths for $\Delta GDP$ but with the energy variables and ECM terms omitted. The final prediction error (FPE) is computed for each lag length of $\Delta GDP$ with the optimal lag ($n^*$) being the one with the minimum FPE, denoted as FPE(I). For the
second step Eq. (1 and 2) is estimated, with the lag length on the ΔGDP terms predetermined by step one, but different lag lengths for energy terms. Again a form of the FPE is calculated with the optimal lag length \( m^* \) being that with the minimum FPE, denoted as FPE(II). Finally FPE(II) is compared with FPE(I): if FPE(II) < FPE(I) then energy (Granger) causes GDP; whereas if FPE(II) > FPE(I) then energy does not (Granger) cause GDP. These tests determine whether energy variables cause GDP. These can be confirmed by using a number of statistical tests. For the error correction model, Eq. (1 and 2), where causality comes from two sources, the ECM term and the lagged energy variables, causality can be confirmed by undertaking a joint \( F \)-test of the ECM coefficient and the lagged energy coefficients. The Hsiao (1981) procedure enables a systematic approach which minimizes arbitrary decisions on an individual level.

By using standard Wald test we evaluate Granger weak causality by testing \( H_0: \beta_{12j} = 0 \) for all \( j \) in Eq. (1) or \( H_0: \beta_{22i} = 0 \) for all \( i \) in Eq. (2). Asafu-Adjaye (2000) interpreted the weak Granger causality as short run causality in the sense that the dependent variable responds only to short-term shocks from the stochastic environment. ECM terms in Eqs. (1 and 2) provide for another possible source of causation. The coefficients on the ECMS represent how fast deviations from the long run equilibrium are eliminated following changes in each variable. If, for example, \( \theta \) is zero, then GDP does not respond to a deviation from the long run equilibrium in the previous period. This can be tested using a simple \( t \)-test. If there is no causality in either direction, the “neutrality hypothesis” holds.

The maximum likelihood approach to cointegration developed by Johansen (1988, 1991) makes it possible to test for the cointegration rank, that is, the number of cointegrating vectors. It also allows the estimation of these vectors and to test linear restrictions on the vectors using standard asymptotic inference. In addition, the small sample biases and normalization problems inherent in the OLS approach do not arise in the Johansen method. When testing for cointegration using the Johansen procedure, we employed the specification that allows for a linear trend in the data with an intercept but no trend in the co-integrating vector.

4. Empirical results and discussion

Since our unit root test results confirm the nonstationarity of the variables in the VAR model, we can then apply Johansen methodologies in testing for cointegration (Johansen, 1988, 1991). To determine the number of the cointegrating vectors, we make use of both the Trace test and the Maximum Eigenvalue test using the critical values of MacKinon–Haug–Michelis (1999). In the cases of the GDP OIL, GDP PEP and GDP FEC_I models, both tests identify one cointegrating vector at the 5% critical level as presented in Table A1 in the appendix. The cointegration in the case of these
models is for the case where we have an intercept (no trend) in the cointegrating equation and test VAR with a single cointegrating vector against other alternatives. The suitability of this choice was tested using Akaike Information Criterion (AIC) and Schwarz Information Criterion (SIC). The assumption of no deterministic trend and restricted constant in the GDP OIL, GDP PEP and GDP FEC_I models was able to confirm the existence of long-run relationships within them. The intercept and linear deterministic trend model of GDP NIE and GDP FEC_H models also confirms the existence of long-run relationship as shown in Table A1.

After obtaining cointegration relations among GDP and energy variables we can estimate our EC models for the real GDP and energy variables to derive their short-run elasticities. The EC model has the obtained cointegration relations built into the specification so that it restricts the long-run behaviour of the endogenous variables to converge to their cointegrating relationships while allowing for short-run adjustment dynamics. The cointegration term is known as the error correction term since the deviation from long-run equilibrium is corrected gradually through a series of partial short-run adjustments. The results were evaluated using conventional diagnostic tests. Results of Johansen cointegration test as well as short and long-term causality between GDP and energy consumption, production and import are presented in table 4 and A2 in the appendix.

Table 4: GDP and energy variables causality in Croatia

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cointegrating rank</th>
<th>Causality</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>1</td>
<td>➔</td>
<td>OIL</td>
</tr>
<tr>
<td>GDP</td>
<td>1</td>
<td>➔</td>
<td>PEP</td>
</tr>
<tr>
<td>GDP</td>
<td>1</td>
<td>➔</td>
<td>NIE</td>
</tr>
<tr>
<td>GDP</td>
<td>1</td>
<td>➔</td>
<td>FEC_H</td>
</tr>
<tr>
<td>GDP</td>
<td>1</td>
<td>➔</td>
<td>FEC_I</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations

The direction of causality has significant policy implications because knowing the direction of causality has direct implications on the forming of government policies regarding the energy conservation and subsidies system. As we found that in Croatia real GDP growth is cointegrated with energy consumption, primary energy production and net energy imports, there must be either unidirectional or bidirectional Granger causality, since at least one of the error correction terms (ECMs) is significantly nonzero by the definition of cointegration.

The results of the oil consumption in column 1 of table A2 are logical and expected. While the first lag of differenced GDP shows an insignificant negative relationship,
the second lag shows strong positive short-run relationship with oil consumption. The result can be explained by the fact that it takes some time for the increase in GDP to spill over into increased oil consumption. Oil consumption increases with a lag when real GDP increases, a 1% increase in the real GDP raises oil products consumption by 0.72%. The error-correction estimate of 0.517 indicates that 51.7% of the preceding period’s disequilibrium is eliminated in the current period, with immediate adjustments captured by the difference terms. Real GDP accounted for 93.7% of the variations in the dependent variable.

Primary energy production is found to have a positive relationship with the GDP in the first lag, the second lag of GDP indicates negative relationship with primary energy production. The sample of goodness fit measure, the adjusted $R^2$, indicates that 32.2% of the variation in primary energy production is attributable to the GDP. Nevertheless, 27.5% of last period’s disequilibrium is removed in the current period.

The results for net import of energy are quite troubling and shed light on Croatian energy policy, or lack of it, and peculiar behaviour of primary energy production. Net imports of energy are strongly positively connected to growth in real GDP at both lags. A 1% increase in the real GDP raises net import of energy by 2.35% in the first lag and 3.2% in the second. The error-correction estimate indicates a feedback of 20.5% of previous period’s disequilibrium from the long-run relationship. The coefficient of determination shows that the real GDP account for 54.5% of the changes in net imports of energy.

Findings for relationship between real GDP and final energy consumption households and industry are very similar. In both cases the first lag of real GDP shows an insignificant positive relationship, while at the second lag a strong positive short-run relationship with final energy consumption is revealed. Explanation of this result is similar to the explanation for the oil consumption, meaning that the increase in real GDP is not immediately reflected in increased final energy consumption but with a lag. Once the increase in real GDP is filtered into the households and industry its effect is very strong so that 1% increase in real GDP results in an increase in final energy consumption for households of 2.4% and 1.3% for industry. In case of households 22.2% of the preceding period’s disequilibrium is eliminated in the current period, while for the industry the feedback is 9.66%. Real GDP accounted for 68.8% and 66.5% of the variations in the dependent variables respectively.

To summarize we can conclude that all the diagnostic test statistics are satisfactory. Considered by the significance of the t statistics, the coefficients are well determined. The disequilibrium error term is statistically significant in all equations which confirms the existence of long-run relationship between the variables in the error-correction models. In addition, all the equations are statistically significant and the overall statistical goodness of fit is acceptable. It can be concluded that the regression coefficients are significantly different from zero. In assessing the robustness of the
estimated EC model residual tests were conducted and their results are presented in tables A3-A5 in the appendix. Tables A3, A4 and A5 present the ECM residual Portmanteau autocorrelation tests, ECM residual normality and pairwise Granger causality/Block exogeneity Wald tests for the estimated bivariate real GDP-energy variables models. For example, the ECM residual Portmanteau autocorrelation test in Table A3 show that there is no residual autocorrelation in the bivariate GDP-energy variables models even up to the 5th lag except in the case of oil consumption. The residual normality test is computed using the Jaque–Berra statistic with Cholesky (Urzua) orthogonalization and shows that residuals for all EC models can be viewed as being multivariate normally distributed. Pairwise Granger causality/Block exogeneity Wald test reported in table A5 tests whether an endogenous variable can be treated as exogenous. For each equation in the VAR, the output displays (Wald) statistics for the joint significance of each of the other lagged endogenous variables in that equation.

We find the short term dynamics for all energy variables moving in the same direction, from real economic growth to energy variables. Our results are different from most of the studies analysing developing countries, which found that causality runs from energy variables to economic growth. On the other hand, opposite causality is common in developed, post-industrial economies with strong tertiary sector. The interdependence between energy, other inputs and economic activity changes significantly as an economy moves through different stages of development. Energy consumption in developed countries is mostly used in final consumption (transport, heating and cooling) rather than in production processes. In such cases the external shocks have less effects on economic growth, while, at the same time, economic growth has a more significant impact on the level of energy consumption, production and imports. Although Croatia is developing and transition country, it shows similar economic structure to developed countries with dominant service sector that makes up to 60% of its GDP. These similar structural characteristics are the consequence of completely different reasons. Privatisation process in Croatia has resulted with brown-field investments in service sector, especially telecommunications and financial sector, (Kersan-Škabić, Orlić, 2009; Škuflić, Botrić, 2006; Demekas et.al., 2005) because of the high profits in these oligopolistic markets. On the other hand, the industrial production dropped sharply due to the closure and restructuring of heavy industry which was the biggest energy consumer and thus the energy consumption in industry decreased considerably. Uncompetitive position of Croatian industry has been additionally enforced by strong national currency and extensive trade liberalisation which led to further decline in industrial production and industrial energy consumption. An important problem that negatively impacts the competitiveness of Croatian industry is related to higher energy prices for industry in comparison to prices for households. During the 90s in most transition countries industrial tariffs used to be higher than residential tariffs, which is in sharp contrast with the situation in Western Europe where industrial tariffs have been on average two-third of the price
charged to households, reflecting the relative costs of supplying these two customer categories (Broadman et al., 2004: 171). Regarding electricity, prices for industry in EU-27 in 2009 are even 23.8% lower than prices for households, while in EU-27 gas industry the relationship between industry and households prices is even more favourable for industry and is 26.15% lower than for residential customers (Eurostat, 2010). Despite regular increases in household tariffs in Croatia, cross-subsidisation still exists from industry to households and latest increase in gas prices for Croatian industry has further deteriorated its competitiveness. Croatian energy policy should tackle this problem, but it should include support measures to neutralize the negative economic impact of cost-reflective energy prices on socially vulnerable households.

Croatian economy has been oriented mainly towards services, especially tourism, and light industries (e.g. food processing, pharmaceuticals, textile industry) which are not energy-intensive. Our research results reflect relatively low energy intensity in Croatia (0.17 toe per thousand USD of GDP in PPP year 2000) comparing with the Western Balkan average (0.28 toe per thousand USD of GDP in year 2000), though 13% higher than the average for OECD Europe. According to OECD and IEA (2008), Croatia’s estimated energy saving potential is significant – in the range of 25% of total primary energy supply (TPES). These savings can be reached economically on both supply and demand side. Declaratively, the government has put high priority on enhancing energy efficiency, but the impact on energy intensity in the particular sub-sectors, as well as in the whole economy, has been limited. The largest saving potentials are in transport sector, especially in road transport, and in building sector. Estimates indicate that more than 83% of existing buildings have inadequate thermal insulation and that average consumption is about 50% higher than in existing buildings in Germany (OECD/IEA, 2008). Despite many national programmes that are focusing energy efficiency and renewable energy, both vertical and horizontal, the level of renewable investments has remained limited.

All above mentioned arguments explain why the causal relationship cannot run from energy to economic growth, as in other developing countries, while relatively high GDP growth in Croatia has induced net imports of energy, energy consumption in industry and households.

5. Conclusion

This paper examines the causal relationship between energy and economic growth in Croatia over the period 1993–2006. The results of the research show that we may reject our hypothesis set in the beginning of the paper. The findings show that, unlike

---

5 These measures may combine social support for households that suffer from energy poverty with support for increased energy efficiency.
other developing countries, in Croatia the causality runs from real GDP growth to energy consumption, production and import, making it more similar to developed countries. These findings can be related to strong transition depression in Croatia during the 1990s and the process of deindustrialization that had resulted in sharp industrial decline and decreased industrial and overall energy demand. Therefore the causation between economic growth and energy consumption, production and imports is more related to personal transportation and heating (cooling) needs than industrial demand. Under the assumption that there exists unidirectional Granger causality going from economic growth to energy, it means that policies aimed at decreasing energy consumption and oil dependency may have little effects on economic growth of a country. The state may then use proceeds from increased taxes or lower incentives to increase government spending, which is especially welcomed in the current global crisis or decrease the tax burden and attract domestic and foreign investors. The limitation of this study is the short time period available for Croatia and questionable quality of data in the early '90. In the future it may be interesting to investigate causality over a longer time span and higher frequency data, for example, quarterly data, since temporal aggregation of higher frequency to annual data may weaken causal relationships between the variables. Despite these limitations this is, as far as is known, the first systematic analysis of causality between energy and economic growth performed on Croatia. The results we obtained have important consequences for similar transitional countries in light of the ongoing desire to reduce energy consumption and reduce CO₂ emissions
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## Appendices

Table A1: Unrestricted Cointegration Rank test (Trace) for Croatian real GDP and energy variables, period 1993 - 2006

<table>
<thead>
<tr>
<th>Hypothesized no. of CE(s)</th>
<th>GDP OIL (No deterministic trend, restricted constant)</th>
<th>GDP PEP (No deterministic trend, restricted constant)</th>
<th>GDP NIE (Intercept and linear deterministic trend)</th>
<th>GDP FECH (Intercept and linear deterministic trend)</th>
<th>GDP FECI (No deterministic trend, restricted constant)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trace Statistic</td>
<td>Max-Eigen Statistic</td>
<td>Trace Statistic</td>
<td>Max-Eigen Statistic</td>
<td>Trace Statistic</td>
</tr>
<tr>
<td>At most 1</td>
<td>0.484979</td>
<td>0.484979</td>
<td>0.021781</td>
<td>0.021781</td>
<td>0.048938</td>
</tr>
</tbody>
</table>

* denotes rejection of the hypothesis at the 5% level

Source: Authors' calculation
Table A2: Johansen’s error correction estimates for Croatian real GDP and energy variables, period 1993 - 2006

<table>
<thead>
<tr>
<th>Dependent var</th>
<th>D(GDP)</th>
<th>D(OIL)</th>
<th>D(PEP)</th>
<th>D(NIE)</th>
<th>D(FECH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CointEq1</td>
<td>0.14937</td>
<td>0.516980</td>
<td>-0.059642</td>
<td>0.275736</td>
<td></td>
</tr>
<tr>
<td>[0.62429]</td>
<td>[2.17960]</td>
<td>[0.76558]</td>
<td>[1.71399]</td>
<td>[1.955128]</td>
<td></td>
</tr>
<tr>
<td>D(GDP(-1))</td>
<td>0.553585</td>
<td>-0.516206</td>
<td>0.379144</td>
<td>1.955128</td>
<td></td>
</tr>
<tr>
<td>[1.51686]</td>
<td>[-1.42110]</td>
<td>[0.79139]</td>
<td>[1.97526]</td>
<td>[2.40386]</td>
<td></td>
</tr>
<tr>
<td>D(GDP(-2))</td>
<td>-0.522294</td>
<td>0.718477</td>
<td>-0.540971</td>
<td>-1.691994</td>
<td></td>
</tr>
<tr>
<td>[-1.61927]</td>
<td>[2.16522]</td>
<td>[-1.46697]</td>
<td>[-2.22079]</td>
<td>[3.30009]</td>
<td></td>
</tr>
<tr>
<td>D(OIL(-1))</td>
<td>0.017790</td>
<td>0.116697</td>
<td>0.198950</td>
<td>-0.641144</td>
<td></td>
</tr>
<tr>
<td>[0.07621]</td>
<td>[0.48593]</td>
<td>[0.85673]</td>
<td>[-1.33567]</td>
<td>[-1.16518]</td>
<td></td>
</tr>
<tr>
<td>D(OIL(-2))</td>
<td>0.198433</td>
<td>-0.143746</td>
<td>-0.188117</td>
<td>-0.267766</td>
<td></td>
</tr>
<tr>
<td>[1.19417]</td>
<td>[-1.25621]</td>
<td>[1.02813]</td>
<td>[-0.70833]</td>
<td>[-1.75026]</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.032912</td>
<td>0.066753</td>
<td>0.052045</td>
<td>-0.017026</td>
<td></td>
</tr>
<tr>
<td>[2.29092]</td>
<td>[0.45694]</td>
<td>[2.19758]</td>
<td>[-0.34796]</td>
<td>[-1.18702]</td>
<td></td>
</tr>
</tbody>
</table>

R2 0.736856 | Adj. R2 0.473712 | SSR 0.0001088 | S.E. equation 0.014752 | F-statistic 2.800198 | Likelihood 35.10806 | Akaike AIC -5.292374 | Schwarz SC -5.075341 | Mean dep. 0.004627 | SD depend. 0.020335

R2 0.629728 | Adj. R2 0.201609 | SSR 0.001204 | S.E. equation 0.012010 | F-statistic 1.043106 | Likelihood 31.9486 | Akaike AIC -4.671972 | Schwarz SC -4.454759 | Mean dep. 0.004627 | SD depend. 0.020335

Source: Authors' calculation
### Table A3: VEC residual Portmanteau autocorrelation test

<table>
<thead>
<tr>
<th>Lags</th>
<th>GDP OIL</th>
<th>GDP PEP</th>
<th>GDP NIE</th>
<th>GDP FECH</th>
<th>GDP FECI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.287897</td>
<td>NA*</td>
<td>5.492014</td>
<td>NA*</td>
<td>7.369288</td>
</tr>
<tr>
<td></td>
<td>4.761089</td>
<td>NA*</td>
<td>7.548791</td>
<td>NA*</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>14.46035</td>
<td>NA*</td>
<td>10.18740</td>
<td>NA*</td>
<td>12.63517</td>
</tr>
<tr>
<td></td>
<td>5.684271</td>
<td>NA*</td>
<td>12.79701</td>
<td>NA*</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>20.26342</td>
<td>0.0025</td>
<td>11.93581</td>
<td>0.0634</td>
<td>15.96150</td>
</tr>
<tr>
<td></td>
<td>8.343307</td>
<td>0.3033</td>
<td>14.25135</td>
<td>0.0278</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>29.96131</td>
<td>0.0009</td>
<td>12.70850</td>
<td>0.2404</td>
<td>17.70437</td>
</tr>
<tr>
<td></td>
<td>9.969355</td>
<td>0.5334</td>
<td>15.66071</td>
<td>0.1098</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>34.71296</td>
<td>0.0016</td>
<td>13.49430</td>
<td>0.4880</td>
<td>20.16686</td>
</tr>
<tr>
<td></td>
<td>10.70857</td>
<td>0.7730</td>
<td>18.04638</td>
<td>0.2049</td>
<td></td>
</tr>
</tbody>
</table>

H0: no residual autocorrelations up to lag h

Source: Authors' calculation

### Table A4: VEC residual normality test

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP OIL</td>
<td>0.398377</td>
<td>0.8194</td>
<td>0.344058</td>
<td>0.8420</td>
<td>0.155396</td>
<td>0.9252</td>
<td>1.488345</td>
<td>0.4751</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP PEP</td>
<td>2.008959</td>
<td>0.3662</td>
<td>1.726800</td>
<td>0.4217</td>
<td>0.853778</td>
<td>0.6525</td>
<td>4.731194</td>
<td>0.0939</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint</td>
<td>3.703825</td>
<td>0.9298</td>
<td>3.036475</td>
<td>0.9628</td>
<td>2.374929</td>
<td>0.9841</td>
<td>8.270053</td>
<td>0.5072</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Orthogonalization: Residual Covariance (Urzua)

H0: residuals are multivariate normal

Source: Authors' calculation

### Table A5: VEC Granger Causality/Block Exogeneity Wald tests

<table>
<thead>
<tr>
<th>GDP OIL</th>
<th>GDP PEP</th>
<th>GDP NIE</th>
<th>GDP FECH</th>
<th>GDP FECI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variable: D(GDP)</td>
<td>Dependent variable: D(GDP)</td>
<td>Dependent variable: D(GDP)</td>
<td>Dependent variable: D(GDP)</td>
<td>Dependent variable: D(GDP)</td>
</tr>
<tr>
<td>D(OIL)</td>
<td>6.720107</td>
<td>0.0347</td>
<td>D(PEP)</td>
<td>1.301251</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependent variable: D(OIL)</td>
<td>Dependent variable: D(PEP)</td>
<td>Dependent variable: D(NIE)</td>
<td>Dependent variable: D(FECH)</td>
<td>Dependent variable: D(FECH)</td>
</tr>
<tr>
<td>D(GDP)</td>
<td>7.238633</td>
<td>0.0268</td>
<td>D(GDP)</td>
<td>6.415591</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors' calculation