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The paper describes a system which enables accurate and easy-to-use contextualized question answering and it provides document overview functionalities. The possibility of asking natural language questions enables a friendly interaction for the user. The contextualization is achieved by using an ontology. The answers are provided based on a domain specific document collection of choice. The approach consists of several phases as follows: data preparation, data enhancement, data indexing and handling questions. Every module uses state of the art technologies that are shown to work in a complex pipeline to make available question answering on top of a given document repository with the context of ontologies, such as Cyc, ASFA and WordNet. The functioning of the proposed approach is demonstrated on English document collections on Aquatic Sciences and Fisheries — ASFA, using Cyc ontology, ASFA thesaurus as domain specific ontology and WordNet as general ontology. Experimental evaluation has shown that the usage of ontologies increases the number of answers retrieved by about 60%. However, the number of answers that are actually correct increases by only 40% when using ontologies.
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1. Introduction

Search applications are very useful and widely used. However, most of them only retrieve documents (or snippets) which match the search query best, without a specific answer or any information related to the context. Our contribution is a search application which enables querying in natural language and provides specific answers to the question asked, moreover, domain specific and general context is leveraged to retrieve facts which are not explicitly stated. The application also provides document overview functionality which enables the user to explore further information in the context of the current answer.

The technology behind is based on Answer-Art\[4\] technology for question answering and Cyc[7] ontology for providing semantic context to the document collection from a particular domain of interest.

The approach consists of several phases as follows. In the data preparation phase, we extract the relevant part of Cyc ontology and extend it with any other relevant ontology, either general or domain specific. In this phase, the document collection is pre-processed using AnswerArt technology to obtain subject-predicate-object triplets from the sentences in the domain specific document collection. In the data enhancement phase, the triplets are enhanced using semantic knowledge obtained from the extended part of Cyc ontology. In the data indexing phase, the enhanced triplets are indexed for efficient search for answers. In the final phase of handling question, the question is transformed based on predefined patterns of questions to enable efficient search over the indexed triplets and the list of answers is returned.

The remainder of this paper is structured as follows. Section 2 provides a brief description of the motivation behind this work. Section 3 describes the related work, Section 4 describes the approach giving an overview of the architecture. In Section 5 we briefly describe the underlying technology. Section 6 describes the ASFA data used for answering questions, while the details on the extension of Cyc ontology using WordNet[3, 5] and ASFA ontology are in Section 7. Usage of the system is illustrated in Section 8. Section 9 describes the evaluation and Section 10 concludes with a short discussion and ideas for future development.
2. Motivation

When performing search, users are frequently looking for specific answers to questions. Moreover, we consider additional facts from the context of the answer, and document overview functionality as being helpful for the user. We also think that enabling natural language queries makes the system much more user friendly.

The proposed approach is based on combining AnswerArt [4] technology for question answering based on triplets and Cyc ontology for providing semantic context to the document collection from a particular domain of interest. Moreover, the approach provides answers in semantic context of the domain of interest via including Cyc ontology extended by any other domain specific ontology as needed.

AnswerArt integrates two important functionalities: providing answers to questions and browsing through documents that support the answers. The questions follow a predetermined template, whereas the answers are yielded based on the previously extracted information, in the form of subject–predicate–object triplets. Furthermore, the system retrieves the sentences that support these answers, as well as the documents containing the sentences. It integrates three possibilities of further exploring the relevant documents: by analyzing the list of facts extracted from the document, by visualizing the semantic representation of the document and by browsing the document summary.

3. Related Work

Related approaches query structured data stored in ontologies, while AnswerArt derives the answers only from unstructured text. TextRunner [1] is similar to AnswerArt in the way that it also involves applying structured queries on unstructured text, while the main difference is that AnswerArt also provides a natural language interface to the search. The Calais1 system creates semantic metadata for user submitted documents in the form of named entities, facts and events. AnswerArt named entities and facts represent the starting point and they are further refined by applying co-reference resolution for named entities, anaphora resolution and semantic normalization based on WordNet for facts. This process enables the construction of a semantic description of the document in the form of a semantic directed graph where the nodes are the subject and object triplet elements, and the link between them is determined by the predicate. Powerset2 enables search over Wikipedia and Freebase, where the search results contain aggregated information from several articles, as well as a list of facts related to people, places and things. The main difference is that AnswerArt describe the answer by a visual representation of the document in the form of a semantic graph and by the document summary, which is automatically extracted based on the document semantic graph.

4. Approach Description

We propose an approach that enables answering question from a desired domain using a collection of relevant documents. The approach consists of four phases: data preparation, data enhancement, data indexing and question handling. Architecture of the proposed approach is given in Figure 1.

In the data preparation phase, we extract the relevant part of Cyc ontology and extend it with any other relevant ontology, either general or domain specific. In our application scenario, we have selected ASFA abstracts for a document collection and extended Cyc by using WordNet and ASFA ontology. The document collection is pre-processed using AnswerArt technology to obtain subject-predicate-object triplets out of the sentences in the document collection.

In the data enhancement phase, the triplets are enhanced using semantic knowledge obtained from the extended Cyc ontology. In particular, each part of the triplet is extended by a set of synonyms and direct generalizations obtained from the ontology.

In the data indexing phase, the extended triplets are indexed for efficient search for answers. The search is performed by transforming each question into a set of semi-triplets — triplets with missing one or two arguments. Search is performed as matching of the semi-triplets with the triplets from the index in order to find possible
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1 Calais web page: http://www.opencalais.com/
2 Powerset web page: http://www.powerset.com/
values of the missing arguments (answers to the question).

In the final phase, the question is transformed based on predefined patterns of questions to enable efficient search over the indexed triplets and the list of answers is returned. In the question handling phase, the question is transformed based on predefined patterns of questions to enable efficient search over the indexed triplets and the list of answers is returned.

5. Underlying Technology

The proposed approach builds on several existing technologies: components of the AnswerArt system for question answering are adjusted for including semantic enhancement of the data using Cyc ontology. It is implemented in a prototype that uses service oriented architecture. It consists of module for the triplet extraction, which can work over any document repository. In our implementation, we demonstrate it over the ASFA abstracts. Next, there is a module which consolidates Cyc and domain ontologies, which all provide semantic enhancements of the triple set. Last, there is AnswerArt module for translating natural language questions into triplet queries and visualization and summarization of the results.

5.1. AnswerArt description

AnswerArt combines question answering, summarization and document visualization functionalities. The user obtains answers based on the facts previously extracted from text in the form of subject–predicate–object triplets. Moreover, the sentences that support the answer, as well as the documents containing these sentences, are also retrieved. The relevant documents can be further explored with the aid of a document overview functionality that consists of a document summary, a semantic representation of the initial document and a list of facts extracted from the document (see Figure 2).

The system shows possible answers to the question, links them to the supporting sentences and corresponding document. The system provides a document overview by retrieving the document semantic graph, the list of subject–predicate–object facts and the automatically generated document summary of variable length interactively set by the user. Extraction of subject–predicate–object facts is a pre-processing step to document collection. Triplets are extracted from each sentence in turn. This means that to extract triplets from a document, the text in that document has to be split into sentences.

Moreover, each sentence is tokenized and the tokens are tagged with their parts of speech. After this, chunking is performed. Chunking
means that several related consecutive tokens are grouped together, based on their tags, resulting in phrases (noun phrases and verb phrases), also called chunks. Having chunked a sentence, simple rules can be applied to extract triplets from it. An example of such a rule would be: a noun phrase followed by a verb phrase followed by another noun phrase is a triplet.

5.2. Cyc description

Cyc Knowledge Server is a very large, multi-contextual knowledge base and inference engine, developed for more than twenty years with a goal to break the “software brittleness bottleneck” once and for all by constructing a foundation of basic “common sense” knowledge — a semantic substratum of terms, rules, and relations. This enables a variety of knowledge-intensive products and services. Cyc is intended to provide a “deep” layer of understanding that can be used by other programs to make them more flexible. Here we have used a part of Cyc functionality that includes the Knowledge base, Inference Engine and The Natural Language Processing Subsystem, which we accessed through Cyc Developer Toolsets (CYC API).

The Cyc knowledge base (KB) is a formalized representation of a vast quantity of fundamental human knowledge: facts, rules of thumb, and heuristics for reasoning about the objects and events of everyday life. The medium of representation is the formal language CycL, described below. The KB consists of terms — which constitute the vocabulary of CycL — and assertions which relate those terms. These assertions include both simple ground assertions and rules.

At the present time, the Cyc KB contains nearly two hundred thousand terms and several dozen hand-entered assertions about/involving each term. New assertions are continually added to the KB by human knowledge enterers and lately also with the help of the machines using various machine learning algorithms.

6. Data Description — ASFA

Aquatic Sciences and Fisheries Abstracts (ASFA) [8] is a database covering the literature on the science, technology, management, and conservation of marine, brackish water, and freshwater resources and environments, including their socio-economic and legal aspects.

More than 5,000 serial publications, books, reports, conference proceedings, translations and limited distribution literature are selected for abstracting and indexing in ASFA. Publications in more than 40 languages, with English as primary language, are represented in ASFA database that actually aggregates five databases.

We have pre-processed the ASFA documents using AnswerArt technology. There were 3,100,832 triplets extracted from the data containing 347,403 unique terms. Examples of the extracted triplets are the following:

- Salmon spawn rivers
- Salmon is export product tissues
- Disease affecting antibodies
- Disease cured antibiotics disease
- Symptoms associated weight caught survey
- Ship deform weight
- Ship has ballast tanks
- Fisheries conservation ice
- Blood developing mechanism areas
- Sunlight supported growth

Figure 2. Illustration of AnswerArt.
7. Data Enhancement

7.1. Data enhancement with Cyc

The input for this part of the task were the subject–predicate–object triplets extracted from ASFA documents. The triplet source was then connected into the Cyc KB using OpenCYC API. For each from the vast amount of concepts (347,404) in English the Cyc KB was queried to get the corresponding Cyc concept (see the examples below). Furthermore, for each concept that Cyc has its English representation we queried it few times to get the related concepts, especially its generalizations. For each of the concepts we got one or more of its generalized meanings and then the Cyc was queried again to get the English presentations of all related concepts.

Out of the 347403 concepts occurring in the extracted triplets, 10310 are covered by Cyc. There are 228266 inferences made by Cyc, which means that one concept has roughly about 20 related concepts extracted from Cyc.

7.2. Data enhancement using WordNet

WordNet is a lexical database of the English language containing about 150 000 words organized into synsets — a set of words which have the same meaning, and also contains an explanation, examples, and the part of speech which the words in that synset have. A synset can have semantic relations to other synsets. Two of these relations relevant for our work are the hypernymy relation (more general forms) and the hyponymy relations (more specific). The WordNet database is organized into a hierarchy of hypernyms and hyponyms.

The system uses WordNet to find related terms for each concept extracted from the ASFA abstracts. By related term we mean: synonyms (the other words in the synset) and one level of hypernyms. The goal of the related terms is to improve the recall of the search for a given concept, which will be found not only if the user searches for the word as it appeared in the text, but also if he searches for a related term. There were 347404 terms extracted from ASFA, for 27775 of which synonyms could be found in WordNet, and for 20358 hypernyms could be found. For instance, catfish synonyms: mudcat; hypernyms: freshwater fish.

7.3. Data enhancement using ASFA

ASFA thesaurus contains over 9800 concepts, applies to database indexing and provides a set of terms used by indexers to describe the contents of publications. These thesaurus terms are listed in the Descriptors field of each record in ASFA database. Each concept might contain the information about hierarchical and affinity relations with other thesaurus concepts. 4948 ASFA thesaurus concepts corresponding to 347403 ASFA abstract terms were extracted and elaborated with synonymic and hierarchical relations.

8. Illustrative Example of the System Usage

Illustrative example in Figure 3 poses a question: “What could pollution have affected”. The blue rectangle marks the input field with the question asked.

The red rectangle marks the header of the table of results, showing how the natural language question has been transformed into a triples query. The first word designates the subject, the second verb and the last the object. In our example the subject is “pollution” the verb is “affected” and we are searching for all possible objects: “the following”. In general, it is possible to have missing any single element or any two elements from the triple. It is also possible to have all three elements defined and the question actually checks weather the question is true — or more accurately — if such a claim is found in the document repository. The yellow rectangle marks the table of results, where each row is a found triple that satisfies the triple query given in the header. The green rectangle marks the first result — excerpt from the actual document that the triple was extracted from. At the top, the title is shown and clicking leads to the detailed view of the specific document.

9. Evaluation

To evaluate the contribution of the triplet enhancement with ontologies to the performance of the question answering, we conducted the following experiment. We asked 27 questions
to which the system responded both with and without using inference from ontologies. To each question the system gave a number of answers. The correctness or relevance of the given answers was determined according to the judgment of the authors.

On average, a question was answered with 8 answers out of which on average 3 resulted from using ontologies. Hence the usage of ontologies increases the number of answers retrieved by about 60%. However, the number of answers that are actually correct increases by only 40% when using ontologies. This shows that the precision of answers obtained using ontologies is lower and that trying to obtain more answers by inference has a negative effect on the precision. Indeed, the precision of the system drops from 84.17% to 76.61% when adding answers obtained from ontologies, because the answers using ontologies have the precision of only 63.29%.

Although the size of the experiment is too small to base any solid conclusions on it, we can argue that the AnswerArt system cannot find an important number of correct answers unless it uses ontologies. On the negative side however, ontologies introduce more mistakes and decrease the precision of the system.

10. Discussion

We have presented a search application which enables querying in natural language and provides specific answers to the question asked, moreover, domain specific and general context is leveraged to retrieve facts which are not explicitly stated. The application also provides document overview functionality which enables the user to explore further information in the context of the current answer.

We used a number of state of the art technologies which were shown to work in a complex pipeline to provide the described functionality.

Experimental evaluation has shown that the usage of ontologies increases the number of answers retrieved by about 60%. However, the number of answers that are actually correct increases by only 40% when using ontologies.

Future work will be focused on improving the transformation of natural language questions into triplet queries and on improving the triplet extraction component by using different text mining tools (parser, stemmer, lemmatizer) in order to boost the accuracy of triplet extraction.
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