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#### Abstract

Various studies have been conducted to reveal and analyse tissues from humans with distinct properties. The interpretation of human facial tissues was the subject of a few of these investigations. The aim of this study was to look at the energy ratios of vibration signals recorded from the human face using a 3-axis Micro-ElectroMechanic System accelerometer sensor. 9 various measurement points on the faces of the subjects used to receive the signals are then analysed using frequency characteristics. During the analysis process, wavelet transformation values are estimated and evaluated. Thus, these regions' frequency ranges can be calculated. In addition, critical properties extracted from signals of vibration using wavelet packet transformation analysis were used as inputs of classification methods. In the next step, multilayer perceptual neural networks (MLPNN) were evaluated. In addition, the support vector machine (SVM), decision tree (DT) and binary convolution neural networks (CNN) methods were evaluated, and the success rates were compared. Finally, it is seen that the energy ratios of the signals in the hard regions are low and the energy ratios of the signals in the soft regions are high. And it has been observed that higher accuracy rate is achieved with binary CNN than with other methods.
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## 1 INTRODUCTION

The Micro-Electro-Mechanical Systems (MEMS) accelerometers are commonly used in the fields of medicine and biomechanics when diagnosing diseases [1]. MEMS is a technology which can be described in its most general form as miniaturized mechanical and electromechanical elements created using micro-manufacturing techniques [2]. Measurement with MEMS Accelerometers has been used over the past few decades as the instruments have low form factor, bio compatible materials and can therefore be easily attached to parts of the human body and acquire data from the respective body segments. The use of technology in such areas can provide high precision to predict the patient's symptoms and reduce the subjection of measurement and diagnosis to clinical evaluation alone, which depends on the diagnostic person and varies accordingly [3].

It is known that various studies have been done about tissues from humans showing various characteristics. In these investigations, vibration data have been used and solutions that can help detect diseases of different kinds are proposed. Coyte and colleagues [4] investigated wholebody vibration analysis and simulation techniques. This paper presents a review of the literature on a variety of subjects, including recent studies on modelling the biodynamic human sitting reaction to vibrations. Studies in which the sources of vibration explain the effects on different human tissues are also available in the literature. [5-8]. Vibration Energy Absorption was suggested by Dong and colleagues. This model has shown that different frequencies are effective on the finger, arm, and palm [9]. Balbinot et al. created a system to test human resonations integrated into the ZigBee network. On three axes, the built system allows for the separation of approximately 40 Hz human resonations. They showed that workers operating machines like tractors and diggers can experience back pain as a result of vibrations [10, 11]. Amar et al. [12] sought to clarify the human body's damping properties as a spring and damper mechanism against the application of vibrations to tissues from a human. The study's main goal is to find out more about to expose human tissues damping
properties and the system's constants of spring and damping. In another related study [13] a method was developed estimating the damping properties of human tissues using a theoretical mass-damping spring model.

Analysis of the vibration data was used in the work on both the human face and body. The signals of vibrations that usually occur in the cords of the voice during conversation were the subject of these studies. [14-17]. These studies, on the other hand, use vibration data of different frequencies depending on the vocal cords. The vibration signals received by applying a constant frequency source of vibration to human tissues, on the other hand, may provide more detail [18]. In paranasal sinus radiological imaging methods such as direct x-rays, ultrasonography, magnetic resonance imaging, computed tomography, are used [19]. The procedures used in those processes, however, produce harmful rays to the body of a human. Because of this, the aim of this study was to develop a technique that is more cost-effective without harming the human body with the MPU6050 sensor. [20]. There are some studies in the literature using accelerometers [21, 22]. Moreover, vibration signals measured using accelerometers have been found to assist in the diagnosis of disorders such as nasal polyps and sleep apnea $[14,16]$. It is assumed that in future studies the soft and hard interpretation of the tissues in the sinus regions can aid when it comes to determining the cause of nasal diseases.

This study developed a device that provides vibration excitation at a constant frequency using a vibration motor, a Micro-Electro-Mechanical Systems (MEMS) accelerometer sensor, and microcontroller-based hardware. Next, a total of 20 volunteer subjects were identified, and clinical tests were conducted to determine if they were suitable for the nasal cavity. The subjects' facial regions were stimulated by vibrations produced by the DC motor. MEMS was used to measure vibration data from 9 measurement points across the sinus regions. In this way, for all subjects a database has been developed, and their frequency characteristics were examined on a person's face for 9 points. Wavelet transformation methods were applied to vibration signals in the analysis phase. Bilgin et al. said
that wavelet transform was an effective solution for the problem of decomposing Heart rate variability (HRV) signals into frequency band [23, 24]. Also, high accuracy has been achieved by using the CNN method in the classification of ECG signals [25]. Messner et al. extracted spectrogram features from lung sound recordings. And they compared different deep neural network architectures for binary classification and achieved high accuracy rate [26]. Cetin et al. analysed the dynamic walking signals of people with wavelet transform. They determined the energy intensity ratio of signals and the dominance rates of frequency bands [27].

In this research, frequency ranges of vibration data taken from measurement points were determined by using wavelet transform. In addition, critical properties extracted from vibration signals using wavelet packet transformation analysis were used as inputs of classification methods. Artificial neural networks (ANNs) are among common methods to classify real-time signals [28]. Multilayer perceptual neural networks (MLPNN), Support vector machine (SVM), Decision tree (DT) and Binary convolution neural network (CNN) were used as classification methods and their accuracy rates were evaluated.

In this way, information about the dominant frequency bands of the regions on the face was obtained and the accuracy rates of these bands were determined. It aims to provide information about the frequency properties of living tissues.

## 2 MATERIALS AND METHODS

The acceleration sensor is one of the sensors that became very significant because of the advancement of MEMS technology. Accelerometers are sensors that transform acceleration from static movement or static gravity into analogue or digital electrical signals and produce significant output. They produce a voltage of electric output proportional to the oscillator value. Acceleration happens when there is a change in the speed of the target or in the speed the velocity is guided to. It also uses an acceleration sensor to measure variable states such as impact, vibration, rotation and slope [29]. A microcontroller-based MEMS vibration meter system (Fig. 1) was used in this research [30].


Figure 1 A microcontroller-based MEMS vibration meter system [30]

The system is made up of Arduino Uno R3 [31], MPU6050 3 - Axis MEMS accelerometer sensor [32], 10 $\times 3 \mathrm{~mm}$ DC vibration motor [33]. Vibration stimulation is applied to the face areas with a DC motor and vibration signals at a certain distance ( 3 cm ) from the measurement points are recorded in the MPU6050 sensor. The MPU6050 sensor is a piezoelectric 3-axis gyroscope sensor with 3 axis accelerometer and 6 - axis motion sensor. It also has a 250 Hz low-pass filter, which is switched on by default. The vibration signals are filtered before sampling with an anti-aliasing filter [34]. The sampling frequency of the vibration signals was determined to be 350 Hz in this sample. The operating range of vibration motor was 20 200 Hz [4, 34]. An oscilloscope was used to set the frequency of DC motor to 160 Hz in the Akdeniz University Faculty of Engineering laboratory.

### 2.1 Database Acquisition

The database was created with vibration signals from 20 healthy volunteers. The examination of whether the volunteers are healthy or not was carried out at Akdeniz University Medical Faculty Hospital (Fig. 2).


Figure 2 Hospital Examination of Subjects [30]
Some information about the volunteers is as follows: There are 12 male and 8 female volunteers with an age range of 25-35. The male subjects participating in the study have a height range of $1.68-1.86 \mathrm{~m}$, a body weight of $65-105 \mathrm{~kg}$, and a body mass index range of 20.52 30.82. The female subjects participating in the study have a height range of 1.58-1.80 m, a weight range of 53-75 kg , and a body mass index range of 19.00-26.89.

During the measurement, the participants were asked to keep their heads still and not to wear glasses. Additionally, 15 Hz High Pass Filter was used to eliminate the head movements during data recording. There were no glasses found affecting the acquisition of data in facial areas. A database was created by recording the vibration data from the regions determined on the percentage.

### 2.2 Measurement Regions

Measurement points were created for the regions F (Forehead Area), MR (Right-Cheek Area) and ML (LeftCheek Area) [33]. These points consist of 9 points in the frontal and maxillary sinus regions. There is a 3 cm
distance between each measurement point vibration motor. Measurements points are shown in Fig. 3. F1, F2, F3 are located near the frontal sinus over the brow; MR1, MR2, MR3 are located near the right cheek maxillary sinuses; and ML1, ML2, ML3 are located near the left cheek maxillary sinuses [35, 36]. In addition, where the vibration motor is used, those points are displayed in black circles.

MPU6050 accelerometer sensor was mounted separately on F1, F2, F3, MR1, MR2, MR3, ML1, ML2, ML3 points. Throughout the measurement, the vibration motor was fixed on the body surface, indicated by the black circle. For example, the area indicated by the black circle in the F region was positioned by a vibration motor and measurements were taken separately from points F1-F2F3. The same procedure was repeated for MR and ML regions in the same way.


Figure 3 Vibration Motor and Measurement Points [34]
The vibration data from the measurement points was separated and passed to the device as $x-y-z$ values using an Arduino Uno R3 and Arduino program. The collected vibration data's $x-y-z$ values were analysed and interpreted. For all measurements, $z$ values are identical, for this reason only $x-y$ values were considered. The combination of $x-y$ values was then taken, and the sum of change with the combination was observed. The $z$ axis of the MPU-6050 sensor was kept constant during all measurements, and measurements were taken at the same place. Fig. 4 depicts the $x-y-z$ axes in relation to the measurement points on the MPU-6050's face.


Figure 4 MPU-6050 $x-y-z$ axis [31]
Then wavelet transform method was used to evaluate vibration data. The general block diagram of the system is shown in Fig. 5 [37].


Figure 5 System Block Diagram [30]

The vibration data was then evaluated using the wavelet transform process [37].

According to the system flow diagram shown in Fig. 6 , a sensor must be placed on the face in order to detect the vibration signal first. In order to measure the vibration signal, MPU-6050 MEMs (capable of measuring in the $x$ -$y-z$ direction) accelerometer sensor is used in the circuit. Arduino Uno R3 was used to obtain the data and send it to the computer environment. Arduino Uno R3 board is a microcontroller module that can provide this communication with serial communication protocols and ADC modules.


The vibration signals obtained were transferred to the computer environment via the USB protocol via the Arduino Uno R3 board. Numerical data were recorded with the graphical interface software created in the Matlab program on the computer and displayed on the screen according to the time history area. Vibration signals received were analysed according to signal processing methods and detection and classification algorithms through the software developed within the scope of the study. The characteristics of the vibration signals received on the human face were created and interpreted. By performing time, frequency, time-frequency separations of vibration signals, features are extracted and separated into lower frequency bands.

### 2.3 Wavelet Packet Transform (WPT)

Wavelet Packet Transform (WPT) is a discrete decomposition type of Wavelet Transform (WT) [38]. The approximation and definition coefficients at each stage are further decomposed in WPT signal decomposition. In DWT, description coefficients are passed down to the next point, unchanged. Both the coefficients in WPT are therefore decomposed in each stage [24, 38]. WPT function is described; Packet Transform (WPT) is a type of Wavelet Transform (WT) using a discrete decomposition [38].
$W_{m, j, n}(t)=2^{-\frac{m}{2}} W_{j}\left(2^{-m} t-n\right)$
' $j$ ' means node index at every m level. The WP tree of decomposition for $W_{i, j}$ and decomposition for a single node is shown in the figure below (Fig. 7).

$\mathrm{m}=\mathrm{M}$
Figure 7 The wavelet packet decomposition tree
The wavelet packages and frequency ranges examined are shown in Tab. 1. Also, 350 Hz sampling frequency was used.
Table 1 Wavelet packages and frequency ranges

| $m$ | Wavelet Level | Frequency Range $/ \mathrm{Hz}$ |
| :---: | :---: | :---: |
| 0 | $W_{0,0}$ | $0-175 \mathrm{~Hz}$ |
| 1 | $W_{1,1}$ | $87.5-175 \mathrm{~Hz}$ |
| 2 | $W_{2,2}$ | $87.5-131.25 \mathrm{~Hz}$ |
| 3 | $W_{3,5}$ | $109.375-131.25 \mathrm{~Hz}$ |
| 4 | $W_{4,10}$ | $109.375-120.3125 \mathrm{~Hz}$ |
|  | $W_{4,11}$ | $120.3125-131.25 \mathrm{~Hz}$ |

The total energy ratios of the signals are used to calculate the detail and approximation coefficients. The $E_{C}$ is the energy of the examined vibration signal. $E_{T}$ is the total energy of the vibration signals and $E_{P}$ is percentage of energy ratio.

$$
\begin{equation*}
E_{P}=\frac{E_{C}}{E_{T}} \cdot 100 \tag{2}
\end{equation*}
$$

### 2.4 Classification Methods

In this study, more comprehensive classification methods are needed to differentiate soft and hard tissues using calculated energy values. Although there are many classification methods in the literature, one of the most used methods is ANN [28]. MLPNN, SVM, DT and binary CNN structures for classification were also evaluated during the study.

MLPNN is a type of ANN algorithm consisting of two or more neuronal layers within each layer. The MLPNN structure is based on a perceptron model fundamentally [28]. Mathematically a perceptron model in the layer $j_{t h}$ is determined as:
$y=f\left(\sum_{i=0}^{N} x_{i} w_{i j}+\theta_{j}\right),(j=1,2, \ldots, M)$
where $N$ refers to the number of neurons in the input layer, $M$ is the number of layers, $x_{i}$ is the $i_{t h}$ neuron in a hidden layer, $w_{i}$ is weights for each input, $\theta_{j}$ is the bias of the perceptron, $f($.) is the activation function, and $y$ refers to the output of the perceptron in the $j_{t h}$ layer.

SVM method is a controlled learning algorithm recommended for solving classification and regression problems. It solves any classification or regression problem by transforming it into a second-order programming problem without interfering with local solutions. It also can make high generalizations. The output
signal $y$ of SVM network is shown as the function of variable $x$ :
$y=\sum_{i} w_{i} k\left(s_{i}, x\right)+b$
where $s_{i}$ parameters are the support vectors, $w_{i}$ parameters are the weights, $b$ is the bias, and $k$ is a kernel function [28]. The size of the kernel (KS) is computed between 0.2 and 3.5 , using a sub-sampling heuristic method.

DT makes use of a multi-stage or sequential approach to the classification process. The basic principle of the DT structure is to obtain results by splitting the data into small pieces in the shortest possible time. DT is one of the most used methods among the machine learning methods, which have been used in particular since the early times in classification. The tree must be properly built in order to achieve high precision in the DT process [39]. DT is comprised of roots, branches and leaves and, in terms of form, resembles a tree. DT starts with a root node and separates a large number of datasets into small groups and splits them into branches as they go down. Joints on the tree are referred to as nodes. Fig. 8 shows the working systematic of the DT. The internal nodes in the DT represent the property, the branch represents the rule of decision and the leaf represents the results [40].


Figure 8 Decision Tree Example.
CNN is made up of a variety of different types of layers that operate in order, with the next layer's input being the output of the previous layer. The input/output of one layer is called "function map," and the parameters of another layer are called "weights." One or more Fully-ConnectedLayers adopt cascaded convolutionary layers in a typical CNN structure. In this study, binary CNN were used in the processing of forward propagation using binary weights and data [41]. In binary convolutional neural networks, weights and activations are constrained to a single value +1 or -1 . The deterministic binarization function is described as follows [42].
$x^{b}=\left\{\begin{array}{l}+1, x^{r} \geq 0 \\ -1, x^{r}<0\end{array}\right.$
where $x^{b}$ is the binarized variable, and $x^{r}$ is the real-valued variable. During the backpropagation, the StraightThrough Estimator (STE) method 5 is adapted to calculate the derivatives of the binarization functions as follows, where $C$ is the loss function 6 .
$\frac{\partial C}{\partial x^{r}}=\frac{\partial C}{\partial x^{b}}$

Rotation estimation is also known as cross-validation. It is a way for determining how a statistical analysis' conclusions would generalize to a new data set. To begin, the information is divided into $k$ equal or nearly equal segments or folds. Training and testing on these partitioned folds is done in k iterations, with each iteration leaving one fold for testing and training the model on the remaining $k$ -1 folds. The model accuracy is calculated by averaging the accuracy attained in each iteration. It is worth noting that data is frequently stratified before being divided into k pieces. Stratification is the process of organizing data so that each fold accurately represents the entire [43].

In the study, properties obtained with WPT were first applied to MLPNN inputs. The number of layers and neurons has been tried to the point where the accuracy rate is maximum. Also, three-fold cross-validation (TFCV) was used for evaluation and validation of the classifications. TFCV is a cross-validation method considering the database partitioning rules in ANN methods. In addition to MLPNN, SVM, DT and binary CNN classification methods were also applied, and success rates were evaluated.

## 3 RESULT

In this research, vibration data were recorded with the designed microcontroller-based vibration meter device. These vibration data were obtained using the computer interface that was created, and a database was obtained. The vibration signals from 9 measurement points identified in the facial regions of 20 healthy subjects are stored in the database. The energy ratio analysis of the F, MR, ML regions was performed using WPT and the vibration signals were analysed using WPT. Finally, the properties derived from WPT analysis were evaluated with classification methods.

Firstly, energy ratio analysis of F, MR, ML regions in $W_{3,5}$ is demonstrated in Fig. 9. The frequency range of this package is $109.375-131.25 \mathrm{~Hz}$, and when the energy ratios of the F, MR, ML regions are examined, the region with the lowest energy ratio $\left(E_{P}\right)$ is F region and the highest energy ratio $\left(E_{P}\right)$ is ML region.


Also, energy ratio analysis of F1-F2-F3-MR1-MR2-MR3-ML1-ML2-ML3 regions in $W_{3,5}$ is shown in Fig. 10. When the energy ratios of the F1-F2-F3-MR1-MR2-MR3-ML1-ML2-ML3 regions are examined, the region with the lowest energy ratio $\left(E_{P}\right)$ is F 2 region and the highest energy ratio $\left(E_{P}\right)$ is ML3 region.


Figure 10 The energy ratio of the F1-F2-F3-MR1-MR2-MR3-ML1-ML2-ML3
When the vibration signals received from all subjects were examined, it was observed that the energy rates of the signals received from the F region were the lowest and the energy rates of the signals received from the ML region were the highest. Similarly, it was observed that the energy rates of the signals received from the F2 points were the lowest and the energy rates of the signals received from the ML3 points were the highest.

The energy ratios of the different frequency ranges obtained with WPT are applied to MLPNN inputs and their accuracy percentages are evaluated. The results of this analysis are shown in Tab. 2. It belongs to the MLPNN structure, which has three neurons in the input layer, two hidden layers with ten neurons, and one neuron in the output layer. The number of layers and neurons is determined by their classification success. The activation function is selected as the tangent sigmoid in each neuron in all structures for performance. Energy ratios in all wavelet packages were applied to the input layer and evaluated. Measured softness hardness interpretation was used as the output value.

Table 2 The comparison results of MLPNN

| Wavelet Packet | Frequency Range $/ \mathrm{Hz}$ | Accuracy Rate $/ \%$ |
| :---: | :---: | :---: |
| $W_{4,1}, W_{4,2}, W_{4,3}$ | $(0-32.8125)$ | 65.74 |
| $W_{4,2}, W_{4,3}, W_{4,4}$ | $(10.9375-43.75)$ | 66.48 |
| $W_{4,3}, W_{4,4}, W_{4,5}$ | $(21.875-54.6875)$ | 66.66 |
| $W_{4,4}, W_{4,5}, W_{4,6}$ | $(32.8175-65.625)$ | 66.29 |
| $W_{4,5}, W_{4,6}, W_{4,7}$ | $(43.75-76.5625)$ | 66.66 |
| $W_{4,6}, W_{4,7}, W_{4,8}$ | $(54.6875-87.5)$ | 68.33 |
| $W_{4,7}, W_{4,8}, W_{4,9}$ | $(87.5-120.3125)$ | 72.70 |
| $W_{4,8}, W_{4,9}, W_{4,10}$ | $(98.4375-131.25)$ | 75.00 |
| $W_{4,9}, W_{4,10}, W_{4,11}$ | $(109.375-131.25)$ | 77.22 |
| $W_{4,10}, W_{4,11}, W_{4,12}$ | $(120.3125-153.125)$ | 76.11 |
| $W_{4,11}, W_{4,12}, W_{4,13}$ | $(131.25-164.0625)$ | 69.44 |
| $W_{4,12}, W_{4,13}, W_{4,14}$ | $(142.1875-175)$ | 69.25 |

The highest accuracy rate was determined in packages in the frequency range of $109.375-131.25 \mathrm{~Hz}$. The accuracy percentages are calculated as $77.22 \%$ in MLPNN.

The percentages of accuracy were calculated in the final part of the analysis by applying the energy ratios of different frequency ranges obtained with WPT to SVM, DT and binary CNN inputs. Accuracy percentages for these methods were as follows; $74.20 \%$ in SVM, $72.80 \%$ in DT and $79.62 \%$ in binary CNN. Therefore, according to the comparison of the results, it is seen that binary CNN is the most powerful classification method.

Several studies are available in the literature on the investigation of vibration signals [44, 45]. MEMS technology is said to be able to provide information on tissue density [46]. Vibration data were also used to diagnose disorders such as sleep apnea and nasal polyps [14, 16, 35, 47, 48]. In contrast to previous research, vibration data obtained by applying a constant frequency
source of vibration to human faces was calculated, and the energy ratio distribution of these vibration signals was determined. These energy rates were analysed with MLPNN, SVM, DT, binary CNN and accuracy rates were determined.

## 4 CONCLUSION

In this research, vibration signals were recorded on the human face with a microcontroller-based vibration meter device and transferred to the computer. These data were registered using the computer interface that was created, and a database was created. Then the vibration data were analysed with WPT and the energy ratios of these signals were compared. Finally, the results from WPT analysis have been validated with MLPNN, SVM, DT and binary CNN. Through the analysis of the results, binary CNN is seen as the most efficient method of classification.

The results gave information about the energy ratios of the vibration signals received from the F-MR-ML regions of this model. When these values are examined, it can be seen that different points on the face give different answers against a fixed source of vibration. The results show that this model is capable of distinguishing between hard and soft separations in these facial areas. In future research, it is hoped that this model can help diagnose diseases of nasal cavity origin. As a result, it aims to propose a more environmentally friendly and cost-effective process.
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