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Abstract. In this paper, we suggest and analyze a new iterative method for solving some
variational inequality involving an accretive operator in Banach spaces. We prove the strong
convergence of the proposed iterative method under certain conditions. As a special of the
proposed algorithm, we proved that the algorithm converges strongly to the minimum norm
solution of some variational inequality.
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1. Introduction

Let C be a nonempty closed convex subset of a real Hilbert space H. Let A : C → H
be a nonlinear operator. The variational inequality problem is formulated as finding
a point x∗ ∈ C such that

〈x− x∗, Ax∗〉 ≥ 0, ∀x ∈ C. (1)

It is well known that variational inequality theory has emerged as an important tool
in studying a wide class of obstacle, unilateral, free, moving, equilibrium problems
arising in several branches of pure and applied sciences in a unified and general
framework. Several numerical methods have been developed for solving variational
inequalities and related optimization problems, see [1]-[3],[6]-[15],[18]-[22] and the
references therein.
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Recall that a mapping A : C → H is said to be α-inverse strongly monotone if
there exists a positive real number α such that

〈Ax−Ay, x− y〉 ≥ α‖Ax−Ay‖2,∀x, y ∈ C.

Some iterative algorithms for solving the variational inequality (1) involving an in-
verse strongly monotone operator A have been extensively studied in the literature.
See, for example, [9], [19], [21] and the references therein. Especially, Iiduka, Taka-
hashi and Toyoda [10] introduced the following iterative algorithm

xn+1 = P (αnxn + (1− αn)P (xn − λnAxn)), n ≥ 0. (2)

They proved that the sequence {xn} generated by (2) converges weakly to x∗ which
solves the variational inequality (1).

We now consider the problem of finding x∗ ∈ C, j(x−x∗) ∈ J(x−y) such that

〈Ax∗, j(x− x∗)〉 ≥ 0,∀x ∈ C, (3)

which is called the generalized variational inequality in Banach spaces. The set of
solutions of the variational inequality (3) is denoted by S(C, A), that is,

S(C, A) = {x∗ ∈ C : 〈Ax∗, J(x− x∗)〉 ≥ 0, x ∈ C}.
In order to find a solution of the variational inequality (3), Aoyama, Iiduka and
Takahashi [2] introduced the following iterative scheme:

xn+1 = αnxn + (1− αn)Q(xn − λnAxn), n ≥ 0, (4)

where Q is a sunny nonexpansive retraction from E onto C. However, they only
obtained the weak convergence of the proposed scheme (4). Hence, it is an interesting
topic to construct an iterative algorithm which strongly converges to the solution of
variational inequality (3). In this respect, Aoyama, Iiduka and Takahashi [3] further
introduced another iterative algorithm which has strong convergence.

On the other hand, we note that in many problems, it is needed to find a solution
with minimum norm (see [16]). It is interesting to find the minimum-norm solution
of the variational inequality (3).

Motivated and inspired by the research going on in this field, we suggest and
analyze a new iterative method for solving the variational inequality (3) in Banach
spaces, which is the main motivation of this paper. We prove the strong convergence
of the proposed iterative method under certain conditions. As a special of the pro-
posed algorithm, we proved that the algorithm converges strongly to the minimum
norm solution of the variational inequality (3).

2. Preliminaries

Let E be a Banach space, E∗ the dual space of E and let 〈·, ·〉 denote the pairing
between E and E∗. For q > 1, the generalized duality mapping Jq : E → 2E∗ is
defined by

Jq(x) = {f ∈ E∗ : 〈x, f〉 = ‖x‖q, ‖f‖ = ‖x‖q−1},∀x ∈ E.
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Let U = {x ∈ E : ‖x‖ = 1}. A Banach space E is said to be uniformly convex if for
any ε ∈ (0, 2] there exists δ > 0 such that for any x, y ∈ U

‖x− y‖ ≥ ε implies
∥∥∥x + y

2

∥∥∥ ≤ 1− δ.

It is known that a uniformly convex Banach space is reflexive and strictly convex.
The modulus of smoothness of E is defined by

ρ(τ) = sup{1
2
(‖x + y‖+ ‖x− y‖)− 1 : x, y ∈ E, ‖x‖ = 1, ‖y‖ = τ},

where ρ : [0,∞) → [0,∞) is a function. It is known that E is uniformly smooth if
and only if limτ→0

ρ(τ)
τ = 0. Let q be a fixed real number with 1 < q ≤ 2. A Banach

space E is said to be q-uniformly smooth if there exists a constant c > 0 such that
ρ(τ) ≤ cτ q for all τ > 0.

Let C be a nonempty closed convex subset of a Banach space E. An operator A
of C into E is said to be α-inverse strongly accretive if there exists a constant α > 0
such that

〈Ax−Ay, J(x− y)〉 ≥ α‖Ax−Ay‖2, ∀x, y ∈ C.

Let D be a subset of C and Q a mapping of C into D. Then Q is said to be
sunny if

Q(Qx + t(x−Qx)) = Qx,

whenever Qx + t(x − Qx) ∈ C for x ∈ C and t ≥ 0. A mapping Q of C into itself
is called a retraction if Q2 = Q. A subset D of C is called a sunny nonexpansive
retract of C if there exists a sunny nonexpansive retraction from C onto D. We also
need the following results.

Lemma 1 (see [20]). Let C be a closed convex subset of a smooth Banach space E,
D a nonempty subset of C and Q a retraction from C onto D. Then Q is sunny
and nonexpansive if and only if

〈u−Qu, j(y −Qu)〉 ≤ 0

for all u ∈ C and y ∈ D.

Lemma 2 (see [4, 5]). Let q be a given real number with 1 < q ≤ 2 and E a
q-uniformly smooth Banach space. Then

‖x + y‖q ≤ ‖x‖q + q〈y, Jq(x)〉+ 2‖Ky‖q

for all x, y ∈ E, where K is the q-uniformly smoothness constant of E.

Lemma 3 (see [2]). Let C be a nonempty closed convex subset of a smooth Banach
space E. Let Q be a sunny nonexpansive retraction from E onto C and let A be an
accretive operator of C into E. Then, for all λ > 0,

S(C, A) = F (Q(I − λA)).
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Lemma 4 (see [17]). Let {xn}, {zn} be bounded sequences in a Banach space E and
{αn} a sequence in [0, 1] which satisfies the following condition: 0 < lim infn→∞ αn ≤
lim supn→∞ αn < 1. Suppose that xn+1 = αnxn + (1− αn)zn for all n = 0, 1, 3, · · ·
and lim supn→∞(‖zn+1 − zn‖ − ‖xn+1 − xn‖) ≤ 0. Then limn→∞ ‖zn − xn‖ = 0.

Lemma 5 (see [20]). Let {an}∞n=0 be a sequence of nonnegative real numbers satis-
fying

an+1 ≤ (1− γn)an + γnσn, n ≥ 0,

where {γn}∞n=0 ⊂ (0, 1) and {σn}∞n=0 are satisfied that

(i)
∑∞

n=0 γn = ∞;

(ii) either lim supn→∞ σn ≤ 0 or
∑∞

n=0 |γnσn| < ∞.

Then {an}∞n=0 converges to 0.

3. Main results

In this section, we will introduce our algorithm and prove that the proposed algo-
rithm converges strongly to a solution of variational inequality (3) in a uniformly
convex and 2-uniformly smooth Banach space.

Algorithm 1. For fixed u ∈ E and given x0 ∈ C arbitrarily, define a sequence {xn}
iteratively by:

xn+1 = αnxn + (1− αn)Q[βnu + (1− βn)Q(xn − λnAxn)], n ≥ 0, (5)

where Q is a sunny nonexpansive retraction from E onto C, {αn}, {βn} are two
sequences in (0, 1) and {λn} is a sequence of real numbers.

In particular, if we take u = 0, then (5) reduces to

xn+1 = αnxn + (1− αn)Q[(1− βn)Q(xn − λnAxn)], n ≥ 0. (6)

We now state and prove our main result, which is the main motivation of our
next result.

Theorem 1. Let C be a nonempty closed convex subset of a uniformly convex and
2-uniformly smooth Banach space E which admits a weakly sequentially continuous
duality mapping. Let A : C → E be an α-inverse strongly accretive operator such
that S(C, A) 6= ∅. Let {αn}, {βn} be two sequences in (0, 1) and {λn} a real number
sequence in [a, α

K2 ]. Suppose the following conditions are satisfied:

(i) 0 < lim infn→∞ αn ≤ lim supn→∞ αn ≤ 1;

(ii) limn→∞ βn = 0 and
∑∞

n=0 βn = ∞;

(iii) limn→∞(λn+1 − λn) = 0.
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Then {xn} generated by (5) converges strongly to Q′u, where Q′ is a sunny nonex-
pansive retraction of E onto S(C,A).

In particular, if we take u = 0, then the sequence {xn} generated by (6) converges
strongly to the minimum norm element in S(C, A).

Proof. For all x, y ∈ C and λn ∈
(
0, α

K2

]
, it is known [2] that I − λnA is nonex-

pansive.
Take p ∈ S(C,A). From Lemma 3, we have p = Q(p − λnAp). Setting yn =

Q[βnu + (1− βn)Q(xn − λnAxn)], n ≥ 0. Note that p = Q(p), then we can write

p = Q[βnp + (1− βn)Q(p− λnAp)].

Hence, from (5), we get

‖yn − p‖ = ‖Q[βnu + (1− βn)Q(xn − λnAxn)]
−Q[βnp + (1− βn)Q(p− λnAp)]‖

≤ ‖βnu + (1− βn)Q(xn − λnAxn)− [βnp + (1− βn)Q(p− λnAp)]‖
≤ βn‖u− p‖+ (1− βn)‖Q(xn − λnAxn)−Q(p− λnAp)‖
≤ βn‖u− p‖+ (1− βn)‖(xn − λnAxn)− (p− λnAp)‖
≤ βn‖u− p‖+ (1− βn)‖xn − p‖.

Thus we obtain

‖xn+1 − p‖ = ‖αn(xn − p) + (1− αn)(yn − p)‖
≤ αn‖xn − p‖+ (1− αn)‖yn − p‖
≤ αn‖xn − p‖+ (1− αn)[βn‖u− p‖+ (1− βn)‖xn − p‖]
= (1− αn)βn‖u− p‖+ [1− (1− αn)βn]‖xn − p‖
≤ max{‖u− p‖, ‖x0 − p‖}.

Therefore, {xn} is bounded and so is {yn}.
From (5), we have

‖yn+1 − yn‖ = ‖Q[βn+1u + (1− βn+1)Q(xn+1 − λn+1Axn+1)]
−Q[βnu + (1− βn)Q(xn − λnAxn)]‖

≤ ‖(βn+1 − βn)u + Q(xn+1 − λn+1Axn+1)−Q(xn − λnAxn)
+βnQ(xn − λnAxn)− βn+1Q(xn+1 − λn+1Axn+1)‖

≤ ‖(xn+1 − λn+1Axn+1)− (xn − λnAxn)‖
+βn(‖u‖+ ‖Q(xn − λnAxn)‖)
+βn+1(‖u‖+ ‖Q(xn+1 − λn+1Axn+1)‖)

= ‖(xn+1 − λn+1Axn+1)− (xn − λn+1Axn) + (λn − λn+1)Axn‖
+βn(‖u‖+ ‖Q(xn − λnAxn)‖)
+βn+1(‖u‖+ ‖Q(xn+1 − λn+1Axn+1)‖)

≤ ‖xn+1 − xn‖+ |λn+1 − λn|‖Axn‖+ βn(‖u‖+ ‖Q(xn − λnAxn)‖)
+βn+1(‖u‖+ ‖Q(xn+1 − λn+1Axn+1)‖),
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which implies that

lim sup
n→∞

(‖yn+1 − yn‖ − ‖xn+1 − xn‖) ≤ 0.

Therefore, from Lemma 4, we obtain

lim
n→∞

‖yn − xn‖ = 0.

At the same time, we observe that

‖yn−Q(xn − λnAxn)‖ = ‖Q[βnu + (1− βn)Q(xn − λnAxn)]−Q[Q(xn − λnAxn)]‖
≤ βn‖u−Q(xn − λnAxn)‖
→ 0.

Next, we show that

lim sup
n→∞

〈u−Q′u, j(xn −Q′u)〉 ≤ 0 (7)

where Q′ is a sunny nonexpansive retraction of E onto S(C, A)
To prove (7), we can choose a sequence {xni} of {xn} to converge weakly to z

such that

lim sup
n→∞

〈u−Q′u, j(xn −Q′u)〉 = lim sup
i→∞

〈u−Q′u, j(xni −Q′u)〉. (8)

We first prove z ∈ S(C,A). Since λn is in [a, α
K2 ] for some a > 0, it follows that

{λni} is bounded and so there exists a subsequence {λnij
} of {λni} which converges

to λ0 ∈ [a, α
K2 ]. We may assume, without loss of generality, that λni → λ0. Since Q

is nonexpansive, we have

‖Q(xni − λ0Axni)− xni‖ ≤ ‖Q(xni − λ0Axni)− yni‖+ ‖yni − xni‖
= ‖Q[Q(xni − λ0Axni)]−Q[βnu + (1− βn)
×Q(xni − λniAxni)]‖+ ‖yni − xni‖

≤ βn‖u−Q(xni − λ0Axni)‖+ ‖yni − xni‖
+(1− βn)‖Q(xni − λ0Axni)−Q(xni − λniAxni)‖

≤ βn‖u−Q(xni − λ0Axni)‖+ ‖yni − xni‖
+(1− βn)‖(xni − λ0Axni)− (xni − λniAxni)‖

≤ βn‖u−Q(xni − λ0Axni)‖+ ‖yni − xni‖
+|λni − λ0|‖Axni‖,

which implies that

lim
i→∞

‖Q(I − λ0A)xni − xni‖ = 0. (9)

By the demiclosedness principle for nonexpansive mappings and (9), we have z ∈
F (Q(I − λ0A)). It follows from Lemma 3 that z ∈ S(C, A).
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From (8) and Lemma 1, we have

lim sup
n→∞

〈u−Q′u, j(xn −Q′u)〉 = lim sup
i→∞

〈u−Q′u, j(xni −Q′u)〉

= 〈u−Q′u, j(z −Q′u)〉 ≤ 0. (10)

Setting zn = βnu + (1− βn)(Q(xn − λnAxn)) for all n ≥ 0. We note that

‖zn − xn‖ ≤ βn‖u− xn‖+ (1− βn)‖Q(xn − λnAxn)− xn‖
≤ βn‖u− xn‖+ (1− βn)‖Q(xn − λnAxn)− yn‖

+‖yn − xn‖
→ 0.

This together with (10) implies that

lim sup
n→∞

〈u−Q′u, j(zn −Q′u)〉 ≤ 0. (11)

Next we prove xn → Q′u. From (5), we have

‖yn −Q′u‖2 = ‖Q[βnu + (1− βn)Q(xn − λnAxn)]−Q[Q′u]‖2
≤ ‖βn(u−Q′u) + (1− βn)(Q(xn − λnAxn)−Q′u)‖2
≤ (1− βn)2‖Q(xn − λnAxn)−Q′u‖2

+2βn〈u−Q′u, j(zn −Q′u)〉
≤ (1− βn)‖xn −Q′u‖2 + 2βn〈u−Q′u, j(zn −Q′u)〉.

Therefore, we have

‖xn+1 −Q′u‖2 ≤ αn‖xn −Q′u‖2 + (1− αn)‖yn −Q′u‖2
≤ αn‖xn −Q′u‖2 + (1− αn)(1− βn)‖xn −Q′u‖2

+2(1− αn)βn〈u−Q′u, j(zn −Q′u)〉
= [1− (1− αn)βn]‖xn −Q′u‖2

+2(1− αn)βn〈u−Q′u, j(zn −Q′u)〉. (12)

By Lemma 5, (11) and (12) we conclude that {xn} converges strongly to Q′u.
In particular, if u = 0, then the sequence {xn} generated by (6) converges

strongly to Q′(0) which is the minimum norm element in S(C, A). This completes
the proof.

Remark 1. (1) From [2], we know that Q(I − λnA) is nonexpansive.
(2) If S(C, A) 6= ∅, it follows from Lemma 3 that there exists a sunny nonexpansive
retraction Q′ of E onto F (Q(I − λnA)) = S(C, A).

It is easy to obtain the following corollary.

Corollary 1. Let C be a nonempty closed convex subset of a uniformly convex and
2-uniformly smooth Banach space E which admits a weakly sequentially continuous
duality mapping. Let A : C → E be an α-inverse strongly accretive operator such
that S(C, A) 6= ∅. Let {αn}, {βn} be two sequences in (0, 1) and {λn} a real number
sequence in [a, α

K2 ]. Suppose the following conditions are satisfied:
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(i) 0 < lim infn→∞ αn ≤ lim supn→∞ αn ≤ 1;

(ii) limn→∞ βn = 0 and
∑∞

n=0 βn = ∞;

(iii) limn→∞(λn+1 − λn) = 0.

For fixed u ∈ C and given x0 ∈ C arbitrarily, let the sequence {xn} be generated by

xn+1 = αnxn + (1− αn)[βnu + (1− βn)Q(xn − λnAxn)], n ≥ 0. (13)

Then the sequence {xn} defined by (13) converges strongly to Q′u, where Q′ is a
sunny nonexpansive retraction of C onto S(C, A).

In particular, if we take u = 0, then the sequence {xn} generated by

xn+1 = αnxn + (1− αn)[(1− βn)Q(xn − λnAxn)], n ≥ 0,

converges strongly to the minimum norm element in S(C,A).

4. Applications

In this section, we consider some applications of our main result. To be more precise,
let C be a nonempty closed convex subset of a Hilbert space H. One method of
finding a point x∗ ∈ V I(C, A) is to use the projection algorithm {xn} defined by

xn+1 = PC(xn − λAxn)

for all n ≥ 0, where PC is the metric projection from H onto C, A is a monotone
(accretive) operator of C into H and λ is a positive real number. It is well known
that if A is an α-strongly accretive and L-Lipschitz continuous operator of C into
H and λ ∈ (0, 2α

L2 ), then the operator PC(I − λA) is a contraction of C into itself.
We now prove a strong convergence theorem for a strongly accretive operator.

Theorem 2. Let C be a nonempty closed convex subset of a uniformly convex and
2-uniformly smooth Banach space E which admits a weakly sequentially continuous
duality mapping. Let Q be a sunny nonexpansive retraction from E onto C, α > 0
and A an α-strongly accretive and L-Lipschitz continuous operator of C into E with
S(C, A) 6= ∅. Let {αn}, {βn} be two sequences in (0, 1) and {λn} a real number
sequence in [a, α

K2L2 ] for some a > 0. Suppose the following conditions are satisfied:

(i) 0 < lim infn→∞ αn ≤ lim supn→∞ αn ≤ 1;

(ii) limn→∞ βn = 0 and
∑∞

n=0 βn = ∞;

(iii) limn→∞(λn+1 − λn) = 0.

Then {xn} defined by (5) converges strongly to Q′u, where Q′ is a sunny nonexpan-
sive retraction of E onto S(C,A).

In particular, if we take u = 0, then the sequence {xn} generated by (6) converges
strongly to the minimum norm element in S(C, A).
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Proof. Since A is an α-strongly accretive and L-Lipschitz continuous operator of C
into E, we have

〈Ax−Ay, J(x− y)〉 ≥ α‖x− y‖2 ≥ α

L2
‖Ax−Ay‖2

for all x, y ∈ C. Therefore, A is α
L2 -inverse strongly accretive. Using Theorem 1, we

can obtain that {xn} converges strongly to Q′u. This completes the proof.

Corollary 2. Let C be a nonempty closed convex subset of a uniformly convex and
2-uniformly smooth Banach space E which admits a weakly sequentially continuous
duality mapping. Let Q be a sunny nonexpansive retraction from E onto C, α > 0
and A an α-strongly accretive and L-Lipschitz continuous operator of C into E with
S(C, A) 6= ∅. Let {αn}, {βn} be two sequences in (0, 1) and {λn} a real number
sequence in [a, α

K2L2 ] for some a > 0. Suppose the following conditions are satisfied:

(i) 0 < lim infn→∞ αn ≤ lim supn→∞ αn ≤ 1;

(ii) limn→∞ βn = 0 and
∑∞

n=0 βn = ∞;

(iii) limn→∞(λn+1 − λn) = 0.

For fixed u ∈ C and given x0 ∈ C arbitrarily, let the sequence {xn} be generated by

xn+1 = αnxn + (1− αn)[βnu + (1− βn)Q(xn − λnAxn)], n ≥ 0. (14)

Then the sequence {xn} defined by (14) converges strongly to Q′u, where Q′ is a
sunny nonexpansive retraction of C onto S(C, A).

Remark 2. We would like to emphasize that our iterative methods suggested and
anlyzed in this paper are different from those in [2],[11] and [3]. Especially, we obtain
the minimum norm solution of the variational inequality (3).
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1985. Notas de Matemática [Mathematical Notes], 86.

[6] L.C.Ceng, Q.H.Ansari, J. C.Yao, On relaxed viscosity iterative methods for vari-
ational inequalities in Banach spaces, J. Comput. Appl. Math. 230(2009), 813–822.

[7] L.C.Ceng, J. C.Yao, An extragradient-Like approximation method for variational
inequality problems and fixed point problems, Appl. Math. Comput. 190(2007), 205–
215.
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