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Abstract: This article shows the approach to the digital immage processing of
TIROS — N/NOAA satellite data which is developed under the INTERACT project.
The theme of the discussion is the problem of automatic cloud classification
from the high resolution AVHRR data. The algorythm for cloud classification
based on multivarite normal density as decision function is proposed.

Classifier learning phase s connected with use of training sample data from
which the moments for normal density function are calculated. The decision area
Tor the classification is defined by means of parameters (mean and covariances).
The classification is performed using the Byes maximum likelyhood rule.
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Sazetak: U radu je prikazan pristup obradi satelitskih meteoroloskih podataka
satelita TIROS — N/NOAA koji je razvijen okvirom projekta INTERACT u Hyder-
abadu, Indija, Diskutirana je problematika vezana uz klasifikaciju oblaka iz visoko
rezolutnih AVHRR podataka. PredloZen je algoritam za klasifikaciju oblaka baziran
na viSedimenzionalnoj normalnoj funkciji gustoée vjerojatnosti (jednadzbe (1). kao
furkeiji odluke. UGenje klasifikatora provodi se na skupu »trening« podataka iz
kojih se radunaju momenti funkcije gustoce. Na taj na®in odredeni momenti
(srednjaci i matrica kovarijanci) definiraju prostor donosenja odluke prilikom
klasHikacije. Klasifikacija se vr$i primjenom Baesova pravila principom maksimaline

Numericka obrada meteorologkih satelitskih slika

vijerojatnosti (jednadibe (2) i (3).
Kljuéne
cblaka.

rijeci:

1. INTRODUCTION

The use of meteorological data for very short
range weather forecasting (nowcasting) is connect-
ed with the need for a high number of classical
meteorological information obtained from a net-
work of manned and automatic meteorological
stations, radar data and meteorological satellite
data. Accuracy of information and analysis of me-
so scale systems is connected with well developed
telecomunication network, e. g. telephones, telexes
and radio conections.

The use of satellite platforms for remote sensing
enables us to receive informations from the pla-
ces which would not be accessible for us if using
normal instruments in in-situ mode. Additionally,
the sateflite cloud images provide the information
on cloud top temperature. The problem of recep-

* current aHilation: Hydrometeorological institute Zag-
reb, Yugoslavia
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tion and analysis of high resolution satelite data
conditions the purchase of expensive receiving har-
dware and software. Non-developed countries have
no possibility of receiving the raw digital satellite
data, their fast processing and dissimination to
the users. The processing software for the digital
satellite data analysis is equally expensive as re-
ceiving station hardware.

With the INTERACT project which is developing
in india under the sponsorship of UNFSST, UNDP
and Govt. of India the processing software for the
digital satellite data is getting developed and will
be given free of charge to the countries participa-
ting in the project. The aim of the project is the
development of the software package which will
be able to anluze the high resolution satellite da-
ta, to reduce the amount of data taking care of
the main meteoroogical features and disseminate
the data to the users. In its basic conception the
software is made for the digital image processing
for TIROS — N/NOAA seres satellites AVHRR da-
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ta (Gupta et all 1983).

2.1. Review of cloud classificatien

Since the appearance of first satellite picture the-
re have been many attempts to classify the cloud
pictures. The first classification attempts were ba-
sed on the use of visible channel information [Co-
nover (1962), Anderson (1966), Kondratjev
(1966)]. The methods used were manual, based
on difference in refiectance, shape and texture of
cloud elements on the satellite picture. Use of
infrared (IR) cloud imagery enables the more
sophiticated methods for cloud. classification. The
first attempt for a computer based classification
is found in Barens and Chang (1969). They found
out that it was possible to make a cloud classifier
on the basis of multichannel measurements. Gra-
ves and Chang (1970) used statistical method and
classified five cloud categories on the basis of
02—04, 64—-69, and 10.0—11.0 micrometer
satellite data. Lo and Johnson (1971) used biva-
riate frequency distribution for classifying clouds
from nimbus-2 MRIR 10.0—11.0, 6.4—6.9 micro-
meter data. Shenk’s (1976) method is based on
thresholding of satellite measurements and histo-
gram seperation of data. Raynolds (1977) used bi-
spectral method for dynamical classification of
meso scale clouds based on the difference between
time in a series of satellite pictures over one area.
Raynolds et ail (1978) developed a scheme for
different cloud type seperation based on visible
and IR data. Parikh and Rosenfeld (1978) propo-
sed a cloud classification scheme which resolved
the ambiguities in IR cloud imagery by a compa-
rison of textural measures of known and unknown
cloud segments. Parikh et all (1980) developed a
scheme for cloud classification based on IR measu-
rement data of SMS-1 satelilte data. Liljas (1981)
employed a box like thresholding function based
on three channel NOAA-imagery. Desbois et all
(1982) used clustering method for classification
of three channel METEOSAT data, they treated
land and sea as one class and identified five types
of clouds. The major problem of this method is
identification of clusters. corresponding to diffe-
rent cloud types.

Under the INTERACT project a statisticaly based
cloud classifier is designed and developed, Lipov-
$¢ak (1983), Mehtre (1984), wich use the multi-
variate normal distribution function as discrimi-
nat function and supervised learning of training
parameters.

2. SYSTEM DESIGN: INTERACT APPROACH

The NOAA 6, 7 and 8 data received by the
NRSA (National Remote Sensing Agency) at Hyde-
rabad India, are stored on magnetic tapes and
delivered to the users. The use of tapes is con-
nected with the use of software for interpretation
and formation of data base which has been clas-
sified into three units:
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— preprocessing software;
— system software;
— advanced software.

All the three units are linked together by the ap-
plication programmer.

2.1. The preprocessing software

Stellite data on CCT-s (computer compatible ta-
pes) are decoded and reformated for data base
and then corrected. The tape formats are standard
and hence the same programs can be used for
future NOAA satellite data. With little modificati-
on the software could be used for data received
in other earth stations.

The satellite dependent parameters are kept in
a separate file and these can be changed [ updated.
Thus it is expected that the software will be flexi-
ble enough to be used for all polar orbiting satel-
lites. The main parts of the preprocessing soft-
ware are:

— calibration;

— geometric corrections;

— earth rotation corrections;

— earth location.

2.2. System software

The system software is divided in two parts:
— data base,

— man machine interface
man .macnine inferrace.

The structure of these programs depends on the
system and contains all possible system oriented
routines and functions.

2.3. Advanced modules

The advanced module programs are operated on
the calibrated and corrected data. This part conta-
ins the programs for enhancement of the meteo-
rological features seen in the picture, pattern re-
cognition applications, cloud classification and
temperature fields calculation.

3. CLOUD CLASSIFICATION

Cloud classification based on digital satellite
data and pattern recognition is a computer orien-
ted methodology, permitting rapid and repeatable
analysis. The bases of pattern recognition metho-
dology have been discussed by Mendel and Fu
(1970), Meisel (1972), Fu (1978), Swain (1978),
Deekshatulu (1982). The meteluological applica-
tion in analysis of satellite cloud imagery and
pattern recognition probem is connected with the
determination of different cloud types according
to remote sensing measurements in infrared (IR),
near infrared (NIR), and in visible (VIS) spectral
intervals.

The different type of clouds and other surface
features have different albedos in visible and near
infrared, and their thermodynamc temperature



Numewitka obrada meteorolodkih satelitskih slika projekt Interact 77

gets reflected in infrared data WMO (1979). It
makes possible the construction of the automatic
calssifiers using multispectral data. The main
task of the classifier is the recognition of different
cloud types and their display on the video or hard
copy terminals.

The scheme of the model of a cloud classifier is
shown in figure 1.
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Figure 1* Model of a cloud classifier.

Sensor is the satellite VIS, IR, and NIR scanner,
the values x1, x2 and x3 are the values of the
three different channels (out of total 5 spectral
channels) of the scanner. The values of x are
different for different cloud types. Liljas (1981)
suposes fixed boundaries between cloud classes
and divides the measurment space into 8 decision
regions. In this way the problem of overlapping
the patterns belonging to the classes of interest
is not solved.

The process of actual constructing the classifier
is conceptually rather simple. Formally the follo-
wing classification rule must be respected:

Suppose we can find a set of m functions of X,
g (X) which we call discriminant functions,
let @ denote the i-th class. Decide that X be-
tongs to class wi if and only if discriminant fun-
ction g (X) is greater or equal to g (X) for
all classes J=1....m.

The scheme of the classification rule is shown
on figure 2.
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Figure 2. Scheme of a classifier:
Slika 2. Shema klasifikatora

Presume that the probability of appearance of
one cloud type in one channel measurements can
be approximated by the normal (Gaussian) pro-
bability density function. We have in disposition
three channels and the three-dimensional normal
density function can be used. The n-dimensional
multivariate normal density function can be writ-
ten as:

1
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where X is the data vector, i mean vector for
class i, Zi covariance matrix for class i, T Ludol-
ph’s number. |Zi| is the determinant of the cova-
riance matrix and Zi' is the inverse of Zi, (X—
— )" is the transponse of the vector (X — ).
According to the definition of classification rule
and using the optimal decision rule which mini-
mize the average loss (Byes rule) we define the

Classifier RESULT

Slika 1. Model klasifikatora oblaka.

discriminant function as:
g (X) = p (X[wi) - p (@) (2)

where p (wi) is the apriori probability of class i
and p (X/w) the probability density function as-
sociated with the measurement vector X.

Equation (1) with (2) becomes easy to use for
the computer implementation in the form shown
in equation {3):

G(X) = log p(@)—h log | 2] —
— Yo (X—p) T 2 X —) (3)

When the moments of distribution are compu-
ted (mean and covariance matrix), from the set
of training data, only the rightmost term of equ-
ation (3) must be computed for every classifica-
tion step. Apriori probability of class i appearance
can be set equal to 1 for the first classification
period performing to different seasons. After a
certain period of time apriori probability is com-
puted, set to the computed value and it presents
the ponder of the classifier.

The use of the discriminant function (3) is
connected to the learning of the classifier. This
term means the determination of statistical mo-
ments of multivariate normal probability function
for all possible classes of occurences which sho-
uld be classified. From the set of training data
which contains the known classes it is necessary
to compute the mean and covariance matrix for
every class and channel. Thus defined moments
present the discriminant function for every event.
The classification is made according to the classi-
fication rule in a way that the probability for
every pixel is computed. The pixel is put in the
class where the probability has the maximum
value. The scheme of clasification procedure is
shown in figure 3.

The basic components of the classification soft-
ware are:

— programs for statistic parameters extraction
from the training data set;
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— program for the clouds and underlaying sur-
face classification; .

— programs for presentation of classified picture
on video or hard copy terminals.
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1ZVADAK

Kratkoro&na prognoza vremena (nowcasting)
povezana je s potrebom za vrlo destim meteoro-
lokim osmatranjima s guste mreZe meteorolos-
kih stanica. Upotreba meteorolotkih satelita omo-
guduje neprekidno pradenje vremena nad velikim
prostranstvima Zemlje. Okvirom projekta INTER-
ACT razvijena je programska podrika za prijem i
obradu visoko rezolutnih AVHRR satelitskih po-
dataka satelita serije TIROS — N/NOAA.
Programska podrika za obradu podataka sastoji
se od tri osnovna dijela:

— programi za preliminarnu obradu,
— sistemski programi,
— aplikacioni programi.
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Predlozena: je upotreba viSedimenzionalne nor-
malne funkcije gustode kao funkcije diskriminaci-
je za klasifikaciju oblaka, (jednadiba 1). Upotre-
bom Byes-ovog pravila koje minimizira srednji
gubitak pogre$ne klasifikacije (jednadiba 2), fun-
kcija diskriminacije medu klasama poprima oblik
prikazan jednadZbom 3..

Vise dimenzionalna normlana funkcija gustode
definirana je vektorom srednjaka i matricom ko-
varijanci. Odredivanjem momenata razdiobe odre-
duju se funkcije diskriminacije za pojedine klase.
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