
GLASNIK MATEMATIČKI
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NORMALIZERS AND SELF-NORMALIZING SUBGROUPS

Boris Širola

University of Zagreb, Croatia

Abstract. Let K be a field, char(K) 6= 2. Suppose G = G(K) is the
group of K-points of a reductive algebraic K-group G. Let G1 ≤ G be the
group of K-points of a reductive subgroup G1 ≤ G. We study the structure
of the normalizer N = NG(G1). In particular, let G = SL(2n,K) for n > 1.
For certain well known embeddings of G1 into G, where G1 = Sp(2n,K)
or SO(2n,K), we show that N/G1

∼= µk(K), the group of k-th roots of
unity in K. Here, k = 2n if certain Condition (♦) holds, and k = n
if not. Moreover, there is a precisely defined subgroup N′ of N such that
N/N′ ∼= Z/2Z if Condition (♦) holds, and N = N′ if not. Furthermore, when
n > 1, as the main observations of the paper we have the following: (i) N

is a self-normalizing subgroup of G; (ii) N′ ∼= G1 >⊳µn(K), the semidirect
product of G1 by µn(K). Besides we point out that analogous results will
hold for a number of other pairs of groups (G,G1). We also show that for
the pair (g, g1), of the corresponding K-Lie algebras, g1 is self-normalizing
in g; which generalizes a well-known result in the zero characteristic.

Introduction

Unless specified otherwise, throughout this paper K is an arbitrary field
of characteristic 6= 2, and K is its fixed algebraic closure. By µn(K) we denote
the group of n-th roots of unity in K.

An interesting problem in group theory is to study the normalizersNG(H)
for certain subgroups H of a given group G. Related to that it is worth
searching for some distinguished subgroups H ≤ G such that NG(H) = H ;
i.e., for self-normalizing subgroups of G. In support of this claim we should
mention here for instance the famous Chevalley normalizer theorem, which

2010 Mathematics Subject Classification. 20E34, 20G15, 17B05, 17B20.
Key words and phrases. Normalizer, self-normalizing subgroup, symmetric pair,

symplectic group, even orthogonal group.
The author was supported in part by the Ministry of Science, Education and Sports,

Republic of Croatia, Grant No. 037-0372781-2811.

385



386 B. ŠIROLA

states that every parabolic subgroup P of a connected affine group G is self-
normalizing, and connected.

The main purpose of this paper is to provide some results concerning the
above problem within the class of groups G = G(K) of K-points of reductive
algebraic K-groups; G is closed in GL(n,K), for some n. More precisely, for
such groups G we study some self-normalizing pairs, i.e., pairs (G,N) where
N ≤ G is self-normalizing. Let us emphasize that our subgroupsN will always
be the normalizers of certain groups G1 that will be the groups of K-points
of some reductive or parabolic algebraic K-subgroups G1 ≤ G. Furthermore,
the embeddings G1 →֒ G will be useful for various purposes; see Section 4. For
one more observation, suppose for the moment that we restrict ourselves to the
simpler situation of algebraic groups. More precisely, let K = K, and moreover
(G,G1) is such that both G and G1 are connected. Then the normalizer
NG(G1) very often will not be connected. This fact makes our consideration
more interesting and involved. We should also mention here the seminal
work of Dynkin and Seitz who classified the maximal connected subgroups of
classical algebraic groups; Dynkin ([Dy1,Dy2]) for K = C, and Seitz [S] for
K algebraically closed of positive characteristic. We understand our research
to be in part complementary to their results. Namely, for connected G and
G1 as above we will in particular have that the corresponding normalizer is
often a maximal (non-connected) subgroup of G.

As a precursor for the results we would like to have, it is a good idea first
to “translate” our problem into linear algebra. More precisely, one should
first try to see what is going on for Lie algebras. Therefore we consider
(semisimple) Lie algebras g over K, and then we want to understand the
set of self-normalizing subalgebras g1 ≤ g. For that purpose, in Section
2, we observe that a well known notion of symmetric subalgebra, from the
zero characteristic setting, can be straightforwardly generalized in the positive
characteristic too. Also, if the pair (g, g1), where g1 ≤ g, is nonsymmetric we
can analyze it in a satisfactorily way provided the following condition holds:
The restriction of the Killing form of g, to g1, is nondegenerate.

Suppose now we have a pair (g, g1) consisting of a K-Lie algebra g and
its subalgebra g1. If we want to see whether g1 is self-normalizing in g, with
no loss of generality we can assume that K = K. Namely, suppose that
moreover L/K is an arbitrary field extension. It is well known that then
Ng(g1)

L ∼= NgL(gL1 ). As a consequence, we obtain the following equivalence:

g1 is self-normalizing in g if and only if gL1 is self-normalizing in gL. Take
now G = SL(2,R), and consider its subgroup H1 = {g ∈ G | g gt = I}, the
special orthogonal subgroup; see Example 4.7. Then H1 is self-normalizing
in G. On the other hand, for the complexifications GC and HC

1 , the quotient
NGC(HC

1 )/H
C
1 is isomorphic to Z/2Z; and so HC

1 is not self-normalizing in GC.
This simple example indicates that while dealing with groups the situation
around the problem of self-normalizing subgroups is more complicated.
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In order to explain the present work and in particular formulate our main
result, we need a little preparation; see Subsection 3.1. For a matrix U ∈
Mn(K), by U t denote its transpose. Given matrices X,Y, Z, T ∈ Mn(K),
define a block-matrix A =

(
X Y
Z T

)
∈ M2n(K). For ε = ±, define a map

A 7→ A♯
ε, where

A♯
ε =

(
T t εY t

εZt Xt

)
.

Then the map

θ = θε : A 7→ −A♯
ε

is an involution on G = sl(2n,K); more precisely, θ− (resp. θ+) is the
symplectic (resp. orthogonal) involution. Let Gε

1 = Gθ, the fixed point algebra
for θ. Then we have

Gε
1 = {A ∈ G | A♯

ε = −A} =

{(
X Y
Z −Xt

)
| εY t = −Y and εZt = −Z

}
.

Of course, this gives a well known embedding of G−
1 = sp(2n,K) (resp. G+

1 =
so(2n,K)) into G. Next, for G = SL(2n,K), define

Gε
1 = G±

1 = {A ∈ G | A A♯
ε = I}.

It turns out that Gε
1 are subgroups of G. More precisely, G−

1 (resp. G+
1 ) are

realizations of Sp(2n,K) (resp. SO(2n,K)) within G.
Let us now present the content of the paper. Section 1, consisting of two

subsections, is preliminary. In the first subsection we fix our notation and
conventions. The second subsection, although being quite basic, is crucial for
better understanding of what follows. Its purpose is to explain what kind of
pairs of groups (G,G1), and the corresponding pairs of Lie algebras (g, g1), we
would like to study in general. Our construction of such pairs of groups and
Lie algebras, which goes via certain maps θ (or equivalently, via certain maps
A 7→ A♯), explains the meaning of the above phrase that “(G,G1) correspond
to (g, g1)”; see Proposition 1.3. In Section 2, which might be considered
as an appendix to [Š4], we give in brief some general results concerning the
pairs (g, g1) of Lie algebras we consider, both symmetric and nonsymmetric
ones. In Section 3 we prove Theorem 0.1 below, that is our main result. The
claim (ii), which is a part of Proposition 3.6, presents the first step toward
further generalization of a known result in the case char(K) = 0; see [D, Sect.
1.13], and [Š3] for a generalized result. The claim (i) in particular shows that
the structure of the normalizer of G1 in G strongly depends on the ground
field K; see Theorem 3.7 and Corollary 3.8. Here we would in particular
like to emphasize the isomorphism (0.1) below. This, together with the fact
that analogous statements we have for a number of other pairs (G,G1), is
the most interesting observation concerning the structure of the normalizer
N = NG(G1); cf. the Claim in Example 1.7, and Remark 1.9. Note also that
our approach treats simultaneously the symplectic and even orthogonal Lie
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algebras/groups. Some further interesting pairs, and in particular a bit more
convoluted case of (G,G1), when G1 is the odd orthogonal group embedded
in G = SL(2n+ 1,K), will be treated in [Š5]. Before we give the theorem let
us state the following condition on K and n; here, W ♯ = W ♯

ε is as before.

Condition (♦). There exists ω ∈ µ2n(K) \µn(K) for which we can find
some W ∈ G satisfying W ♯W = ωI.

Theorem 0.1. Let n > 1. Then we have the following:

(i) For G1 = G1(θ
ε) and the normalizer N = NG(G1), we have

N = {M ∈ G | M ♯M = λI, λ ∈ µ2n(K)},

and

N/G1
∼=

{
µ2n(K) if Condition (♦) holds,

µn(K) otherwise .

More precisely, the set

N
′ = {M ∈ G | M ♯M = λI, λ ∈ µn(K)}

is a normal subgroup of N, and

(0.1) N
′ ∼= G1 >⊳µn(K),

the semidirect product of G1 by µn(K). Next,

N/N′ ∼= Z/2Z if Condition (♦) holds,

and
N = N

′ otherwise.

Furthermore, N is self-normalizing in G.
(ii) Suppose that either char(K) = 0 or char(K) = p > 2 and p does not

divide n. Then the Lie algebra G1(θ
ε) is self-normalizing in G.

In general, given any groups G1 ≤ G ≤ GL(n,K), one would like to
know what is the normalizer N = NG(G1), and then check whether N is self-
normalizing in G. For that we should be aware of the following two clear
facts. First, the above answers about N strongly depend on that how G1 is
embedded in G. Second, we can have two isomorphic subgroups G1, G2 of G,
but the corresponding normalizers N1,N2 need not be isomorphic; cf. Lemma
4.1. In Section 4 we give some further remarks about the latter. In particular,
there we consider some realizations of sp(2n,K) and so(2n,K), within G =
sl(2n,K); thus we have symmetric pairs of Lie algebras (G, sp(2n,K)) and
(G, so(2n,K)). We also consider the corresponding pairs of groups. More
precisely, we have five well known involutive automorphisms of G: these are
the above defined θε and certain Θε that will be recalled there, for ε = ±,
and the “minus transposing” ϑ : A 7→ −At. For θ being any of them, define
the θ-fixed point Lie algebra G1 = G1(θ) = Gθ, and a subgroup G1 = G1(θ)
of G = SL(2n,K), being the set of all A ∈ G satisfying Aθ(A) = −I. Thus
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we have symmetric pairs (G,G1(θ)) and the corresponding pairs of groups
(G,G1(θ)). Roughly speaking, we will see that under mild conditions on K,
the above theorem holds for any such θ. Nevertheless, as it will be clear from
what follows, the involutions θε = θ±, and the corresponding G1(θ

ε) and
G1(θ

ε), play the central role in our work. The reason is that these objects are
particularly convenient for the computation of normalizers.

Concerning the structure of the normalizers N, one more remark is in
order. Note that when K is algebraically closed of characteristic zero, the
“dictionary” algebraic group ↔ its Lie algebra provides a solid ground to
figure out what might be all this about. However even then we have to be
careful. For an illustration of what can happen, let us present this instructive
and definitive corollary which shows that for a very “tame” field, like C is,
the question about the structure of N may not be trivial; see Lemmas 3.9 and
3.10 for its proof. Furthermore it clearly shows that the question “Whether
Condition (♦) holds? ” is in general a delicate issue.

Corollary 0.2. Let K = C, and G,G1 be as in the above theorem.

(i) (Orthogonal case). Suppose that ε = 1 and n is odd. Then we have
the Condition (♦), and thus N/G1

∼= µ2n(C). More precisely, for
G1 = SO(2n,C), the normalizer N and the corresponding N

′ we have

N
′ ∼= G1 >⊳Z/nZ and N/N′ ∼= Z/2Z.

(ii) (Symplectic case). Suppose that ε = −1 and n ≡ 2, 3 (mod 4). Then
we do not have the Condition (♦), and thus N/G1

∼= µn(C). More
precisely, for G1 = Sp(2n,C) and N we have

N ∼= G1 >⊳Z/nZ.

Remark 0.3. (I) Notice that the only assumption we pose on K is
char(K) 6= 2. So in particular we treat in our approach the class of finite
groups of Lie type as well; and the corresponding Lie algebras defined
over finite fields. As it is well known, a particularly pleasant fact in
this “finite setting” is the possibility of counting/finite computations.
So in particular one can often gain insight into a more complicated
situation; e.g., concerning the geometry of orbits, when we have pairs
(G,G1) and (g, g1) and want to understand a relationship between the
(nilpotent) (co)adjoint orbits for G and G1, respectively. The latter
remark puts a special emphasis on the case when the ground field K

is finite; although all the results we have obtained hold for infinite K

as well.
(II) There are a number of situations when we consider various (non)sym-

metric pairs of Lie algebras (g, g1) over a field of characteristic zero,
where g is semisimple and g1 is reductive in it; or the corresponding
pairs (G,G1) of groups. For example, in some branching problems,
when we want to decompose the restriction ρ|G1

of an irreducible
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representation ρ of G. Also, as we already noted, such pairs naturally
arise while studying the geometry of orbits. For some important and/or
recent results about various such pairs of Lie groups and Lie algebras
see [HTW,Ko1,Ko2,BK,Kn,Ks,LS,V].

1. Preliminaries

1.1. Notation and conventions. In what follows, by Fq we denote the
finite field with q = pf elements, where p is a prime. Also, we assume that
the reader is familiar with the basic facts about roots in finite fields; see,
e.g., [Kob, Ch. II]. By Mn(K) we denote the algebra of n-by-n K-matrices.
By Eij , or Ei,j , we denote the matrix having 1 in the (i, j)-th place and 0
elsewhere. Define s = sn to be the n-by-n matrix

∑n
i=1 Ei,n+1−i; i.e., s is a

matrix with 1 on the skew diagonal and 0 elsewhere. For ε ∈ {±1} we also
define a 2n-by-2n matrix Sε = S+ or S− by

(1.1) Sε = Sn,ε =

(
0 s

εs 0

)
.

Suppose that g is a K-Lie algebra. By Bg we denote its Killing form. For
any θ ∈ Aut g, we define gθ = {X ∈ g | θ(X) = X}, the fixed point algebra
for θ. Given a subalgebra s of g, by Ng(s) and Cg(s) we denote the normalizer
and centralizer, of s in g, respectively. If G is a group, and S is its subgroup,
by NG(S) and CG(S) we denote the normalizer and centralizer, of S in G,
respectively.

For an algebraic groupG by L(G) we denote its Lie algebra. Suppose now
that G ≤ GL(n,K) is a (connected) algebraic K-group, and let g = L(G) ≤
gl(n,K) be its Lie algebra. For such G and g we have some interesting and
well known actions/representations. First, we have the adjoint action Ad of
G on itself. The corresponding orbits AdG(x), x ∈ G, are standardly called
the conjugacy classes. Then we have the adjoint representation Ad of G on
g, where the orbits are called the adjoint orbits. We also have the derived
adjoint representation ad : g → gl(g), which is a useful linear algebra-tool
for studying the mentioned G-orbits. Next, related to the representations Ad
and ad on g, we have the coadjoint representations Ad∗ and ad∗ of G and g,
respectively, on the dual g∗ of g. In particular, the Ad∗-orbits are called the
coadjoint orbits of G.

Let G, g be as above, and G = G(K). Let g(K) be the corresponding
K-structure of g. Then we have the adjoint representation of G on g(K).
For two subalgebras s1, s2 ≤ g(K) we say that they are G-conjugate, or just
conjugate, if Ad g(s1) = s2 for some g ∈ G. Analogously, we define the notion
of G-conjugacy for subgroups of G.

1.2. Pairs of groups (G,G1). For our needs below let us introduce
certain terminology. Let M be a K-algebra. A K-linear endomorphism δ
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of the additive group M, which satisfies δ(xy) = δ(y)δ(x) for all x, y ∈ M,
will be called a K-antiendomorphism of M. A bijective K-antiendomorphism
is called a K-antiautomorphism. Next suppose that G is an arbitrary group.
As usual, by AutG we denote the group of all automorphisms of G. A map
δ : G → G will be called an antiendomorphism of G if δ(g1g2) = δ(g2)δ(g1) for
all g1, g2 ∈ G. A bijective antiendomorphism is called an antiautomorphism
of G. By aAutG we denote the set of all antiautomorphisms of G. Suppose
now that M is a K-algebra and G is a subgroup of the multiplicative monoid
M×. Given some K-antiendomorphism δ of M such that δ(G) ⊆ G we say
that G is δ-stable.

Now we are going to explain what kind of groups G and their subgroups
G1 we would like to study in general. But first we need a basic preliminary
observation concerning certain endomorphisms on matrices.

We will consider certain K-antiendomorphisms A 7→ A♯ of Mn(K) which
moreover map the identity matrix to itself. That is, our maps will satisfy the
following two conditions:

(♯ 1) I♯ = I;
(♯ 2) (AB)♯ = B♯A♯, for all A,B ∈ Mn(K).

We will also consider some K-linear endomorphisms θ of the additive
group Mn(K) satisfying the following two conditions:

(θ1) θ(AB) = −θ(B)θ(A), for all A,B ∈ Mn(K);
(θ2) There exists a regular A0 such that θ(A0) is regular as well.

Somewhat roughly stated, the following lemma explains that the two
ways for choosing a K-endomorphism of Mn(K) are in fact equivalent. Let
us emphasize here that both possibilities will be useful for us, depending on
concrete situations we have. An easy proof is omitted.

Lemma 1.1. Suppose we have a K-endomorphism A 7→ A♯ of Mn(K)
satisfying (♯ 1) and (♯ 2). Then θ(A) := −A♯ defines a K-endomorphism
satisfying (θ1) and (θ2).

Conversely, suppose we have a K-endomorphism θ of Mn(K) satisfying
(θ1) and (θ2). Then A 7→ A♯ := −θ(A) defines a K-endomorphism satisfying
(♯ 1) and (♯ 2).

Remark 1.2. It is a natural question of how many K-endomorphisms
A 7→ A♯ of a concrete group G we will have. Roughly speaking, the answer
is that often we can expect to have a number of such maps. Let us give an
argument for that statement. For that purpose, let M and a group G ⊆ M×

be as in the first paragraph of the present subsection. Note that then for an
arbitrary δ ∈ aAutG we have both δ−1 ∈ aAutG and δ(e) = e; where e = eG
is the identity of G.

Fix now some δ ∈ aAutG, and then define a map Υ : AutG → aAutG,
given by Υ(α) = α ◦ δ, for α ∈ AutG.
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Claim. The map Υ is a well defined bijection.

Proof. First note that for α ∈ AutG and g1, g2 ∈ G we have

Υ(α)(g1g2) = α
(
δ(g2)δ(g1)

)
= Υ(α)(g2)Υ(α)(g1);

i.e., Υ(α) ∈ aAutG. So Υ is well defined.
Next, using that δ is bijective, it is clear that Υ is injective. It remained

to show that Υ is moreover surjective. For that purpose let α̃ ∈ aAutG be
arbitrary. Then define a map α : G → G by α = α̃ ◦ δ−1. Using the above
observation that δ−1 ∈ aAutG, it immediately follows that α ∈ AutG. Next
we note that Υ(α) = α̃. Therefore Υ is indeed surjective, as we had to see.

Let now G ≤ GL(n,K) be any group. Suppose we have a K-
endomorphism A 7→ A♯ of Mn(K) satisfying (♯ 1) and (♯ 2). Next suppose
that G is ♯-stable. We also assume that the following condition on the center
of G holds:

(•) Z(G) ⊆ K
×I.

Notice that this condition is a reasonable one, and it holds for a number of
groups G. Also, concerning it, observe that for any subgroup S ≤ G we have
Z(G) ≤ CG(S).

In Section 3 below and [Š5] we will emphasize the role of certain K-
endomorphisms of Mn(K) while studying various pairs of groups; these will
be written as A 7→ A♯. Here we would first like to present a slightly different,
and more general, point of view. Roughly speaking, a part on the “group side”
of our setting is to consider certain pairs of groups (G,G1), where G1 ≤ G ≤
GL(n,K). To be more precise, suppose we have a subgroup G ≤ GL(n,K)
and a map θ : G → GL(n,K) satisfying

θ(g1g2) = −θ(g2)θ(g1), g1, g2 ∈ G.

Note that then in particular θ(I) = −I and θ(g−1) = θ(g)−1, for all g; cf.
Lemma 1.1. Next define

(1.2) G1 = {g ∈ G | θ(g)g = −I};

note also here that θ(g)g = −I if and only if gθ(g) = −I. It is clear that G1

is a subgroup of G; cf. Lemma 4.2 below, and see [Wa, Sect. 2] or [Wl, Sect.
2] for the meaning of the so-called norm group.

Suppose now that G ≤ GL(n,K) is a connected affine group. Let G =
L(G) and G = G(K). Let also g = G(K), a “corresponding” K-structure of
G. Let now θ be a K-endomorphism of Mn(K) satisfying (θ1) and (θ2); recall
that then θ(A) is regular for every regular A. Suppose also that θ(g) = g.
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Hence it follows that θ = θ|g ∈ Aut g; cf. Lemma 1.4 below. A setting in
which we are interested is the following one:

(⋆)
The pair of groups (G,G1), and

the corresponding pair of Lie algebras (g, g1);

where G1 is defined as in (1.2), and g1 = gθ.
Now when we have these G1 and g1, it is natural to ask how they are

related. Although this is not obvious, and we do not know an argument in
general, the answer is in many cases just as one would like to have it. Namely,
as for G and g, we will have G1 = G1(K) and g1 = G1(K), for certain affine
groupG1 ≤ G and its Lie algebraG1 = L(G1). Here we will confine ourselves
only to the case K = C, and G ≤ GL(n,C) a connected reductive group.
Define, as before, G = L(G), and let θ be a C-endomorphism of Mn(C)
satisfying (θ1) and (θ2). Let G1 be a subgroup of G, defined as in (1.2), and
consider a Lie algebra G1 = Gθ. Then we have the following result.

Proposition 1.3. The subgroup G1 is an algebraic group, and G1 is its
Lie algebra.

Proof. Let G and G be as above. Take a maximal torus T ≤ G such
that every h ∈ T is diagonal. For every such h we can find a sufficiently big
m ∈ N, depending on h, and g ∈ G sufficiently close to I so that gm = h and
g = expGX , for some X ∈ G. Thus also expG mX = h; i.e., h ∈ expGG.
The set Gs, of all semisimple elements of G, is equal to

⋃
g∈G gT g−1, and

therefore is dense in G; see [Bo, Thm. 11.10]. Thus we have the following
claim.

Claim. The set expGG is dense in G.

Assume now that we know the values of θ on G. Then for g = expGX ,
X ∈ G, we immediately deduce that

(1.3) θ(g) = − expG−θ(X).

Thus, taking into account the above Claim, we know how to compute θ(g),
for every g ∈ G.

To prove the proposition we only have to show that L(G1) = G1. For
the inclusion from left to right, take any X ∈ L(G1) and t ∈ C, and define
gt = expG(tX). Using (1.3) and the fact that gt ∈ G1, it follows at once that
expG tX = expG tθ(X). The last equality is further equivalent to

(
expG tX − I

)
/t =

(
expG tθ(X)− I

)
/t.

Take a limit when t → 0. We obtain that X = θ(X); i.e., X ∈ G1. The
opposite inclusion is along the same lines.

Let us proceed with more details, and in particular explain a general
procedure for obtaining the maps θ as above. Suppose ϕ is a K-antiendomor-
phism of Mn(K) satisfying ϕk = 1, for some k ≥ 2. Note that then ϕ is
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moreover a K-antiautomorphism. Also, ϕ(I) = I and ϕ(A−1) = ϕ(A)−1, for
every regular A. Next, let G and g be as in the paragraph containing (⋆), and
assume that ϕ(g) = g. Pick any ν ∈ G such that it satisfies the following:

(◦) ϕ(ν)ν−1 ∈ CG(g).

Then define A♯ = νϕ(A)ν−1, for all A, and θ(A) = −A♯; i.e.,

θ = − Int ν ◦ ϕ.

Thus we in particular have

θ2(A) = −νϕ(θ(A))ν−1

= −ν
(
ϕ(ν−1)ϕ2(A)ϕ(ν)ϕ(−I)

)
ν−1

= ϕ2(A);

here we use that ϕ2(A) ∈ g, ϕ(−I) = −I and the condition (◦). Hence also
θ3(A) = −νϕ3(A)ν−1; and, by induction,

θk(A) =

{
A if k even,

−νAν−1 if k odd.

The following basic observation is now more or less an easy consequence of
the above.

Lemma 1.4. The map θ satisfies both (θ1) and (θ2). Moreover, θ = θ|g
is an automorphism of g satisfying θk = 1g, provided that k ≥ 2 is even. In
particular, for k = 2, θ is an involutive automorphism of g; i.e., (g, θ) is a
symmetric Lie algebra.

Remark 1.5. Suppose that ϕk = 1 and k is odd. Suppose also that
moreover ν ∈ CG(g); cf. Remark 1.8 below. Note that then θ = θ|g = −ϕ is

again an automorphism of g, but at the same time now we have θk = −1g.

For more details about the example which follows see Section 3 below,
and [Š5, Sect. 2].

Example 1.6. For m = 2n > 2 define block-matrices Jeven
± =

(
0 I
±I 0

)
∈

Mm(K), and for m = 2n+1 define a block-matrix Jodd =
( 1 0
0 Jeven

+

)
∈ Mm(K).

Now for any A ∈ Mm(K) let ϕ(A) = At, the transpose of A. Also define
A♯ = J tϕ(A)J = J tAtJ and θ(A) = −A♯, where J is either Jeven

± or Jodd.

Note here that for ν = J = Jeven
± we have ϕ(ν)ν−1 = νtν−1 = ±I, while

for ν = J = Jodd, νtν−1 = I. Note also that if we put G = SL(m,K)
and g = sl(m,K), then CG(g) = µm(K)I. Thus in particular the condition
ϕ(ν)ν−1 ∈ CG(g) holds. Explicitly, if m = 2n, then

(
X Y
Z T

)
= A 7−→ θ(A) =

(
−T t ∓Y t

∓Zt −Xt

)
;
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here X,Y, Z, T ∈ Mn(K). Also, if m = 2n+ 1, then



a r1 r2
c1 X Y
c2 Z T


 = A 7−→ θ(A) =




−a −c2
t −c1

t

−r2
t −T t −Y t

−r1
t −Zt −Xt


 ;

here a ∈ K, r1,2 ∈ M1n(K), c1,2 ∈ Mn1(K) and X,Y, Z, T ∈ Mn(K).

We conclude this subsection with one more example which is at the same
time very instructive. In particular, it indicates that we will have an analogous
structural result about the normalizer NG(G1), for various other pairs of
groups (G,G1).

Example 1.7. Consider a K-endomorphism of M3(K) given by

θ



d1 x1 x3

y1 d2 x2

y3 y2 d3


 =



−d3 x2 −x3

y2 −d2 x1

−y3 y1 −d1


 ;

cf. [Š4, Rmk. 3.4]. An easy checking shows that θ satisfies both (θ1) and (θ2),
and θ2 = 1. Thus, in particular, θ ∈ Aut gl(3,K). If we put G = SL(3,K)
and take G1 to be as in (1.2), then one can show that G1 = PSL(2,K).

Let ν = diag(−1, 1,−1) ∈ G. Let ϕ(A) = Aτ , the skew transpose of A;
see Lemma 4.2. Now we have θ = − Int ν ◦ ϕ. In other words, the above
defined θ is also obtained via our general construction.

For the obtained pair of groups (G,G1), one can prove the following claim.
Although elementary, it is not quite easy; the details will appear elsewhere.

Claim. For the normalizer N = NG(G1) we have

N ∼= G1 >⊳µ3(K),

and this is a self-normalizing subgroup of G.

Remark 1.8. Note that the condition ν ∈ CG(g) implies ϕ(ν)ν−1 ∈
CG(g). But, as we saw in the previous example, the converse in general does
not hold. Thus, loosely speaking, the mentioned condition provides more
maps θ than the former one.

Remark 1.9. In [Š6] we will explain how to obtain some non-reductive
pairs of groups on which our structural results can be applied. More precisely,
we will treat some pairs that might be called parabolic pairs. For that
we consider G = SL(2n,K) or GL(2n,K), and certain conveniently chosen
antiautomorphismsA 7→ A♯ ofG. Thus we obtain the corresponding subgroup
G1 of G. Let then Q be any ♯-stable standard parabolic subgroup of G, and
Q1 = Q ∩ G1, a parabolic subgroup of G1. For such pairs (Q,Q1) we have
analogous result about the structure of the normalizer NQ(Q1).
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2. Pairs of Lie algebras

Let g be a K-Lie algebra. Consider a pair (g, g1), where g1 is a
proper subalgebra of g. Having in mind the classical situation in the zero
characteristic, we will have the following terminology. The pair (g, g1)
is symmetric if g1 = gθ, for some involutive automorphism θ of g, and
nonsymmetric if g1 6= gθ for any such θ; we also say that g1 is a
(non)symmetric subalgebra of g. Analogously as for char(K) = 0, we have the
following about the symmetric pairs; the proof is straightforward and will be
omitted.

Proposition 2.1. Let a pair (g, g1) be symmetric, via θ, and define p =
{x ∈ g | θ(x) = −x}.

(i) We have [g1, p] ⊆ p, [p, p] ⊆ g1 and a Bg-orthogonal direct sum g =
g1 ⊕ p.

(ii) If Bg is nondegenerate, then both restrictions of Bg, to g1 and to p,
are nondegenerate too.

Consider now a (nonsymmetric) pair (g, g1). Let β denotes the restriction
of Bg to g1. In what follows we always assume that such pairs of Lie algebras
satisfy the following:

(C) β is a nondegenerate form.

To avoid certain trivialities we also assume:

(P) g1 is not an ideal of g.

For (g, g1) as above, and their duals g∗ and g∗1, let r : g∗ → g∗1 be the restriction
map. By κ : g → g∗ we denote the Killing homomorphism. Define also an
isomorphism κ1 : g1 → g∗1, κ1(x1)(y1) = β(x1, y1), for x1, y1 ∈ g1. Then
define a map π : g → g1 such that κ1 ◦ π = r ◦ κ. Note that, by definition of
π, for x ∈ g and x1 ∈ g1 we have

(2.1) Bg(x, x1) = β(π(x), x1).

As we will see below, this π is a g1-module homomorphism; we call it the
homomorphism associated to (g, g1). Next define a subspace p ≤ g as p =
kerπ. The following is a straightforward generalization of [Š3, Prop. 3.2] to
the present situation. For completeness (and because the proof given in [Š3]
is somewhat sketchy) we provide more details.

Proposition 2.2. Let (g, g1) be a pair of Lie algebras as above. Then:

(i) π|g1
= 1g1

.
(ii) We have a Killing-orthogonal direct sum decomposition

g = g1 ⊕ p.

(iii) [g1, p] ⊆ p.
(iv) π is a g1-module homomorphism.
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(v) If Bg is nondegenerate, then the restriction of Bg to p is nondegenerate
as well.

Proof. (i) For x1 ∈ g1 define w = π(x1) − x1. Using (2.1), we have
Bg(w, g1) = β(w, g1) = 0. By (C), w = 0. (ii) Write any x ∈ g as x =
π(x)+x−π(x), and note that by (i) and the definition of π we have π(x) ∈ g1
and x − π(x) ∈ p; thus g = g1 + p. For w ∈ g1 ∩ p, by (2.1) and (C), again,
we have β(w, g1) = 0 and so w = 0. Also, Bg(p, g1) = β(π(p), g1) = 0. Thus
g = g1 ⊕ p, a Killing-orthogonal direct sum. (iii) Take any x1 ∈ g1 and p ∈ p,
and write, by (ii), [x1, p] = y1 + q, where y1 ∈ g1 and q ∈ p. If we would have
y1 6= 0, then it would follow that β(u1, y1) 6= 0 for some u1 ∈ g1. But also,
by the invariance of Bg,

β(u1, y1) = Bg(u1, [x1, p]− q) = Bg([u1, x1], p) = 0;

a contradiction. (iv) We have to see that π([y1, x]) = [y1, π(x)], for all y1 ∈ g1
and x ∈ g. For that, write x = x1 + p, with x1 ∈ g1 and p ∈ p. Then, clearly,
[y1, π(x)] = [y1, x1]. Also, by (i) and (iii), π([y1, x]) = π([y1, x1])+π([y1, p]) =
[y1, x1] as well. (v) This is obvious.

The following simple result gives a characterization of self-normalizedness
of g1 in g, and a characterization of symmetric pairs. It is a direct
generalization of Lemmas 3.3 and 3.4 in [Š3]; and its proof is essentially the
same as there.

Lemma 2.3. Let (g, g1) be a pair of Lie algebras as above.

(i) This pair is symmetric if and only if [p, p] ⊆ g1.
(ii) If Bg is nondegenerate, then the following are equivalent: (a) pg1 = 0;

(b) Ng(g1) = g1; (c) [g1, p] = p.

Let (g, g1) be a pair, and g = g1 ⊕ p the corresponding decomposition.
The next basic results, the lemma and proposition below, are concerned with
the problem of how the coadjoint orbits on g∗ and g∗1 are related. These are
Lemma 1.6 and Proposition 1.8 of [Š4] in the present, more general, setting.
For the convenience of the reader we recall the statements; after obvious minor
changes, the arguments given in [Š4] also remain valid here.

Lemma 2.4. (i) The subspaces π([p, p]) and p+ [p, p] are ideals of g1
and g, respectively.

(ii) If g or g1 is simple, then there is no 0 6= γ ∈ g∗ satisfying both γ|p = 0
and g.γ = g1.γ.

Proposition 2.5. Define the trivial extension ε : g∗1 → g∗ by ε(µ)|p = 0.
Then, for an arbitrary µ ∈ g∗1, we have

g.ε(µ) ∩ g∗1 = g1.µ.
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To the end of this section we discuss the condition (C); as we will see
below, outside of the case char(K) = 0 this is a delicate issue. For what
follows first suppose that G ≤ sl(n,C) is a simple complex Lie algebra. Then
there exists a certain nonzero c = c(G) ∈ Z such that BG(X,Y ) = c Tr(XY ),
for all X,Y ∈ G. Choose now a Chevalley basis C of G, and define a Z-Lie
algebra GZ = spanZ C; see [Ch]. Let K be a field of odd characteristic p, and
define a K-Lie algebra GK = GZ ⊗Z K, a Chevalley algebra corresponding to
G and K. Clearly, we have BGK

(X,Y ) = c Tr(XY ), for all X,Y ∈ GK; here
of course we consider c to be an element of Fp (recall that the later equality
is quite easy to show when K is algebraically closed of characteristic zero; see
Exercise 18 for Ch. I, §6 in [B1]).

As a consequence of the above we in particular note the following. For
an arbitrary field K and g = sl(n,K), we have Bg(x, y) = 2nTr(xy), for all
x, y ∈ g. Also, if we take an ordered basis Λ of g, where

Λ = (E12, E21, . . . , Eij , Eji, . . . ;H1, . . . , Hn−1),

and Hi = Eii − Ei+1,i+1, then the matrix Bg(Λ), corresponding to Bg with
respect to Λ, has a block-diagonal form diag(E , . . . , E ;H). Here we have n(n−
1)/2 blocks E =

(
0 2n
2n 0

)
and one block H of size n− 1 having 4n on the main

diagonal, −2n on the first diagonals next to the main one, and 0 elsewhere.
Since detH = n(2n)n−1,

detBg(Λ) = (−1)n(n−1)/22n
2−1nn(n+1)/2.

For our purposes we state explicitly this straightforward consequence of the
above expression.

Observation. Let n ∈ N, and K be any field such that either char(K) =
0, or char(K) = p > 2 and p does not divide n. Then, for g = sl(n,K), the
Killing form Bg is nondegenerate.

Remark 2.6. The above observation is in fact more or less a special case
of a more general result. Namely, suppose for the moment that K = K, and
G is a simple algebraic group. Let G be its Lie algebra. A well known result
([SS, Ch. I, §4]; see also [Ca, Sect. 1.13]) states that the Killing form BG is
nondegenerate provided that char(K) = 0 or char(K) = p > h, where h is the
Coxeter number of G; recall that the Coxeter number of sl(n) is n.

To illustrate clearly the difference between the cases char(K) = 0 and
> 0, while discussing the condition (C), we provide an interesting example of
a series of nonsymmetric pairs (g, g1). It will demonstrate once more that we
have to be very careful in the positive characteristic setting; cf. [Š4, Sect. 2].
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Example 2.7. Fix n ∈ N and put g = gn = sl(n,K). Define mi = i(n−i),
for 1 ≤ i < n, and then H,E, F ∈ g as follows:

H =

n∑

i=1

(n+ 1− 2i)Eii, E =

n−1∑

i=1

miEi,i+1, F =

n−1∑

i=1

Ei+1,i.

Define a subalgebra g1 = gn1 = spanK{H,E, F}, and consider a pair (g, g1).
Now we in particular have Tr(EF ) = (n3 − n)/6. Let Bn = Bgn and β =
βn = Bn |gn

1
. Then for every n such that p = n+1 is prime, and char(K) = p,

we have Bn nondegenerate, while the form βn is obviously a degenerate one.

We will finish this section by an easy example which is at the same time
very instructive; cf. the proof of Theorem 3.7. It shows what in general the
class of pairs (G,G1) of algebraic K-groups, where G1 is self-normalizing in
G, has to do with the relationship between the adjoint/coadjoint orbits of
these groups. To be more precise, take (g, g1), a pair of the corresponding Lie
algebras. Then we assume that there exists an AdG1-stable subspace p ≤ g

such that: (R) g = g1⊕p. Then a famous theorem of Richardson ([R]; see also
[Hu, Sect. 3.8], [J, Sect. 2]) states that the intersection of any G-conjugacy
class with G1 is a union of finitely many G1-conjugacy classes. Analogously,
for any X ∈ g, the intersection AdG(X)∩g1 consists of finitely many adjoint
G1-orbits on g1. The next reason why we would like to know whether G1 is
self-normalizing in G is the fact that if this is so, then one can often expect
for the mentioned intersections of G-classes/orbits to be unions of “small”
number of G1-classes/orbits.

Example 2.8. Let G = SL(2,C), and g = sl(2,C) be its Lie algebra.
Define a Cartan subalgebra h = C

(
1 0
0 −1

)
of g, and then H = CG(h), the

centralizer of h in G. By definition, H is a Cartan subgroup of G; H consists
of all matrices

(
a 0
0 a−1

)
, a ∈ C×. Now define N to be the normalizer NG(H).

It is easy to see that N = H ∪
(

0 1
−1 0

)
H , and N is a self-normalizing subgroup

of G; also, as the index (N : H) = 2, the Lie algebra of N is equal to h as
well. Let us now compute the adjoint orbits. For that, given any z ∈ C,

define matrices Az,0 =
( z/2 0

0 −z/2

)
∈ h and Az,1 =

( z/2 1
0 −z/2

)
. Define orbits

OG
z,i = G.Az,i, for i = 0, 1, and ON

z,0 = N.Az,0. Then we have

OG
z,i ∩ h = {±Az,0} = ON

z,0, for i = 0, 1;

note that H.Az,0 = {Az,0}.

3. Symplectic and even orthogonal groups

Throughout this section we use the notation

G = sl(2n,K).
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3.1. The map A 7→ A♯. Suppose that K has an involution, written as
α 7→ α; possibly being the identity 1K. Let V be a 2n-dimensional K-vector
space, and fix a basis B = (e1, . . . , en, f1, . . . , fn). For ε ∈ {±1}, define a map
⊤ = ⊤ε : V → V , x 7→ x⊤, given by

(∑

i

αiei + βifi

)⊤

=
∑

i

αifi + εβiei, for αi, βi ∈ K.

Let also ω = ωε : V × V → K be a bilinear nondegenerate ε-symmetric
form; i.e., ω+ = ω+1 is symmetric and ω− = ω−1 is skew-symmetric. More
precisely, we assume that ω(ei, ej) = 0 = ω(fi, fj) and ω(ei, fj) = δij ; i.e., for
ε = 1 (resp. ε = −1), B is an orthogonal (resp. symplectic) basis of V with
respect to ω.

Define a form 〈· , ·〉 = 〈· , ·〉ε : V × V → K,

〈x, y〉 = ω(x, y⊤), for x, y ∈ V.

We clearly have: (⊤1) x⊤⊤ = εx; and (⊤2) 〈x⊤, y〉 = ε〈y⊤, x〉. The next
three observations we formulate as a lemma.

Lemma 3.1. (i) The form 〈· , ·〉 is hermitian; i.e., 〈x, y〉 = 〈y, x〉, for
x, y ∈ V .

(ii) B is an orthogonal basis of V with respect to 〈· , ·〉.
(iii) ω(x, y) = 〈y, x⊤〉, for x, y ∈ V .

Now, we have two forms, ω and 〈· , ·〉, on V .

Definition 3.2. For any A ∈ EndV define A⊤ : V → V by A⊤(x) =
(A(x⊤))⊤, for x ∈ V . Next, define

A♯ = A♯
ε := ε(A∗)⊤;

here A∗ = A∗
ε is the 〈· , ·〉-adjoint of A, that is, the unique element of End V

satisfying 〈Ax, y〉 = 〈x,A∗y〉 for x, y ∈ V . We will say that A is ω-hermitian
(resp. ω-antihermitian) if A♯ = A (resp. A♯ = −A).

The (i) and (ii) of the next lemma were in fact established in [Š1, Lemma
2.6]; (iii) is obvious.

Lemma 3.3. (i) A♯ is the ω-adjoint of A; that is, we have

ω(Ax, y) = ω(x,A♯y), for x, y ∈ V.

(ii) The map A 7→ A♯ is a K-linear automorphism of EndV , satisfying
A♯♯ = A and (AB)♯ = B♯A♯, for all A,B ∈ EndV .

(iii) For A ∈ GL(V ), we have (A−1)♯ = (A♯)−1.

Next we need a matrix realization of the map A 7→ A♯. For the symplectic
case (i.e., ε = −1), the following easy lemma was established in [Š1, Lemma

3.3]; here A = A(B) and A♯ = A♯(B) are the matrices corresponding to A
and A♯, via B, respectively. For the convenience of the reader we include a
short argument.
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Lemma 3.4. For the block-matrices A and A♯ we have

A♯ =

(
T t εY t

εZt Xt

)
, if A =

(
X Y
Z T

)
;

here X,Y, Z, T are n-by-n matrices.

Proof. Write X = (xij), . . . , T = (tij). By Lemma 3.1(ii), A∗(B) =

A(B)
t
. Thus we have

A♯ej = ε(A∗fj)
⊤ = ε

(∑

i

zjiei + tjifi

)⊤

=
∑

i

tjiei + εzjifi;

and, analogously, we compute A♯fj . Hence the lemma follows.

Similarly as before, for ε ∈ {±1} we define a 2n-by-2n matrix Jε = J+ or
J− by

Jε =

(
0 I
εI 0

)
;

J+ (resp. J−) is called the standard symmetric (resp. skew-symmetric)
matrix. Then define a Lie algebra Gε

1 as the set of all A ∈ G satisfying
JεA+AtJε = 0; we will write Gε

1 = G+
1 or G−

1 . Since J t
εA

tJε = A♯, we have

Gε
1 = {A ∈ G | A♯ = −A}.

More precisely, as we noted in the Introduction, for a block-matrixA =
(
X Y
Z T

)

we have A ∈ Gε
1 if and only if

(3.1) T t +X = 0, εY t + Y = 0, εZt + Z = 0.

Notice that, by Lemma 3.3, the map

θ = θε : A 7→ −A♯
ε

is an involution on G; for ε = 1 (resp. ε = −1) we call it the orthogonal (resp.
symplectic) involution. Thus (G,Gε

1) is a symmetric pair. Then define Pε to
be the subspace of G consisting of ω-hermitian matrices; i.e.,

Pε = {A ∈ G | A♯ = A}.

Of course, by Proposition 2.1, we have a direct sum decomposition G =
Gε

1 ⊕Pε.

3.2. On normalizers for Lie algebras. In this subsection, keeping the
notation of the previous one, we state a proposition which is a technical
result providing some useful information concerning certain normalizers and
centralizers. First an easy lemma.

Lemma 3.5. Let n > 1 and suppose C ∈ Mn(K) is a matrix such that
[X,C] = 0 for every X ∈ Mn(K) satisfying εXt + X = 0. For n ≥ 3 or
ε = −1, C is a scalar matrix; for n = 2 and ε = 1, C is of the form

( c1 c2
−c2 c1

)
,

where c1, c2 ∈ K.
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Proof. We consider the case n ≥ 3; the rest is clear. Let C = (cij), and
fix a pair of indices (i, j), i < j. We will show that cij = 0. For that purpose
define a matrix X = Ekl − εElk. We have

0 = [X,C] =

n∑

a=1

(
claEka − cakEal

)
− ε

(
ckaEla − calEak

)
.

Choose k = j and l 6= i, j. Note that the coefficient by Eil in the above
expression is equal to cij ; i.e., cij = 0. Next note that the coefficient by Ekl

equals cll − ckk. Thus, C = αI, for α = c11 = · · · = cnn.

Proposition 3.6. Suppose that either char(K) = 0 or char(K) = p and
p does not divide n.

(i) The Lie algebra Gε
1 is self-normalizing in G.

(ii) The centralizer CG(G
ε
1) is equal to zero if either n > 1 or n = 1 and

ε = −1; for n = 1, CG(G
+
1 ) = G+

1 .
(iii) The normalizer NG(P

ε) is equal to Gε
1.

Proof. We will treat the case n > 1; note that for n = 1 we haveG−
1 = G

and G+
1 = K

(
1 0
0 −1

)
.

Write G1, P and J instead of Gε
1, P

ε and Jε.
(i) Let M ∈ G be such that B = [M,A] ∈ G1, for all A ∈ G1. Then

JB +BtJ = 0, which is further equivalent to

(3.2) At(JM +M tJ) + (JM +M tJ)A = 0.

Write A =
(
X Y
Z T

)
, as before, and M =

(
N P
Q R

)
. By putting T = −Xt and

Y = Z = 0 in (3.2), we obtain that

Xt(Q+ εQt) + (Q + εQt)X = 0,

X(εP + P t) + (εP + P t)Xt = 0,

(N +Rt)X = X(N +Rt),

for all X ∈ Mn(K). By choosing X = I, it follows that both Q + εQt = 0
and P + εP t = 0. Further, from the last equality above we have that N +Rt

is a scalar matrix; i.e., N + Rt = kI, for some k ∈ K. Since the trace
0 = TrM = Tr(N + Rt) = nk, it follows that k = 0; here we use that p does
not divide n. That is, N +Rt = 0. Hence, M ∈ G1; cf. (3.1).

(ii) Let M ∈ G be such that [M,A] = 0, for all A ∈ G1. Write A and
M as in (i), and put, again, T = −Xt and Y = Z = 0. Then it immediately
follows that P = Q = 0, while both N and R are scalar matrices, i.e., N = kI
and R = lI, for some k, l ∈ K. Choose now X = Z = T = 0, and Y non-zero
satisfying εY t + Y = 0. Then MA = AM implies kY = lY , and hence k = l.
Again, the trace argument gives that k = l = 0; and here we again use that p
does not divide n. Thus M = 0, as we claimed.
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(iii) Let M ∈ G be such that [M,A] ∈ P, for all A ∈ P. By denoting
B = M +M ♯, [M,A] ∈ P is equivalent to [A,B] = 0. Write M as above, and
choose A =

(
X 0
0 Xt

)
. It is easy to see that then [X,N +Rt] = 0 and

X(P + εP t) = (P + εP t)Xt, Xt(Q+ εQt) = (Q+ εQt)X.

Since X is arbitrary, we clearly have N +Rt = 0. At the same time, if we put
C = P + εP t, then the first of the above two equalities reads as XC = CXt.
By Lemma 3.5, it is obvious that C = 0. Analogously, Q + εQt = 0. We
conclude that M ∈ G1.

3.3. On normalizers for groups. We have defined the Lie algebras Gε
1.

Also, for ω = ω+ or ω−, we define a group

G1(ω) = {g ∈ SL(V ) | ω(gx, gy) = ω(x, y) for all x, y ∈ V }.

Then, by what we had in Subsections 1.2 and 3.1,

G1(ω) ∼= G1(ω) = {A ∈ SL(2n,K) | AA♯ = I}.

Since ω+ is symmetric and ω− is skew-symmetric,

G+
1 = G1(ω+) = SO(2n,K) and G−

1 = G1(ω−) = Sp(2n,K)

(note that our notation here is in fact slightly imprecise, as the SO- and Sp-
groups realizations depend strictly on the chosen involution θε, i.e., the map
A 7→ A♯

ε).
Let us now state our main result. For that, consider a pair of groups

G1 ⊆ G,

(G,G1) = (SL(2n,K), G1(ω)).

Theorem 3.7. (i) Suppose that n > 1 or ε = 1. Then we have

NG(G1) = {M ∈ G | M ♯M = λI, λ ∈ µ2n(K)}.

Furthermore, for a certain group epimorphism σ we have a short exact
sequence of groups

1 → G1 →֒ NG(G1)
σ
−→ µk(K) → 1;

here k = 2n if the Condition (♦) holds, and k = n if not.
For n = 1 we have NG(G

−
1 ) = G−

1 = G.
(ii) If n > 1 or ε = −1, then the normalizer NG(G1) is self-normalizing

in G. If n = ε = 1, then NG(G1) is self-normalizing in G if and only
if K is different than F3 or F5.

Proof. (i) Let M ∈ NG(G1). Then B = MAM−1 ∈ G1, for all A ∈ G1.
Thus we have I = B♯B, and hence, using Lemma 3.3, it immediately follows
that

M ♯M ∈ CG(G1).
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Let us first consider the case n = 1 and ε = 1; here we will obtain a precise
description of NG(G1). We have

(3.3) G1 =
{(a 0

0 a−1

)
| a ∈ K

×
}
,

and it is also easy to check that CG(G1) = G1. Then the above condition onM
reads as M ♯M =

(
a 0
0 a−1

)
, for some a ∈ K×, which implies that a2 = 1. Thus

the description of NG(G1), as stated in the theorem, holds. More precisely,
we have a (disjoint) union

(3.4) NG(G1) = G1 ∪
{(

0 y
−y−1 0

)
| y ∈ K

×
}
;

cf. Examples 2.8 and 4.7. Now, for the first part of (i) it remains to take
into account the following claim. Although it is probably well known, for the
convenience of the reader and later needs we provide a proof.

Claim 1. If n > 1, then the centralizer

CG(G1) = {λI | λ ∈ µ2n(K)}.

Proof. Let M ∈ G be such that AM = MA, for all A ∈ G1; and write
it as

(3.5) M =

(
N P
Q R

)
.

Take in particular

(3.6) A =

(
I Y
0 I

)
∈ G1,

and note that then εY t + Y = 0. It is straightforward to see that AM = MA
is equivalent to the equalities

(3.7) Y Q = QY = 0 and Y R = NY.

We will treat the following three cases separately:

(S) Symplectic case (i.e., ε = −1);
(O1) Orthogonal case (i.e., ε = 1), and n odd;
(O2) Orthogonal case, and n even.

For (S) we take Y = I, and thus both Q = 0 and R = N . Analogously,

P = 0, and therefore M =
(
N 0
0 N

)
. Take now A =

(X 0
0 (X−1)t

)
. Then it

immediately follows that M = λI, where λ2n = 1.
For (O2) we take Y = Sr,−, where the later matrix is given by (1.1) and

r = n/2. As Y is regular, we have that Q = 0; and, analogously, P = 0. The
rest of the argument is the same as for (S).
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For (O1) we take Y to be the block-matrix

(3.8) Y =




0 0 sr−1

0 0 0
−sr−1 0 0


 ,

where 2r = n + 1. Since Y Q = QY , we deduce that Q = qErr, for some

q ∈ K. Take, again, A =
(X 0

0 (X−1)t
)
, and assume that moreover in the

matrix X = (xij) we have x2
rr 6= 1. As MA = AM implies in particular that

XtQX = Q, it is straightforward to conclude that q = 0. Now, as before, we
deduce that M = λI, λ2n = 1.

Let us now show the second part of (i). For any λ ∈ µ2n(K) define a
subset

Γλ = {M ∈ G | M ♯M = λI}

of G; note that Γ1 = G1. Next, for λ ∈ µn(K), define a matrix Mλ =
(
λI 0
0 I

)
.

Obviously, Mλ ∈ Γλ, and so in particular Γλ 6= ∅. For what follows we need
this claim.

Claim 2. The Condition (♦) is further equivalent to the following one:
For every λ ∈ µ2n(K), we have Γλ 6= ∅.

Proof. (♦). It is easy to check that the map

d : µn(K) → µ2n(K) \ µn(K), d(λ) = ωλ,

is bijective. Next, we obviously have WMλ ∈ Γd(λ), which proves the claim.

Suppose now that the Condition (♦) holds; an argument for the opposite
is completely analogous. Then, for any λ ∈ µ2n(K) and Uλ ∈ Γλ, the map
G1 ∋ g 7→ Uλg ∈ Γλ is bijective. Thus we have a disjoint union, into nonempty
sets,

NG(G1) =
⋃

λ∈µ2n(K)

Γλ.

Since Γλ1
Γλ2

⊆ Γλ1λ2
, it is clear that the map

σ : NG(G1) → µ2n(K), σ|Γλ
= λ,

is a group epimorphism with the kernel Kerσ = G1. This finishes the proof
of (i).

(ii) Loosely speaking, our proof starts similarly as the one of Claim 1.
But, as we will see, our argument here will be significantly refined.

Write N = NG(G1), and let D ∈ NG(N). Then, in particular,

XA = DAD−1 ∈ N, for A ∈ G1.
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Put M = D♯D. Obviously, in order to prove that D ∈ N it is sufficient to
show that M ∈ CG(G1). Now, analogously as in (i), XA ∈ N if and only

(3.9) [M,A] = λAI, for some λA ∈ µ2n(K).

Write now M as in (3.5), and let A be any matrix as in (3.6). It is immediate
that for any such A satisfying (3.9) we necessarily have λA = 1; more precisely,
λA 6= 1 would imply M = 0, which is impossible. In other words, for any such
A the equalities (3.7) hold.

Suppose now we have the case (S) of Claim 1, where n > 1. As there
we deduce that again M =

(
N 0
0 N

)
, and also Y N = NY for any Y satisfying

Y t = Y . Take first Y = (yij) to be a diagonal matrix satisfying yii 6= yjj
for particular i 6= j. If we put N = (νij), then on the (i, j)-th place of NY
we have νijyjj , while on the (i, j)-th place of Y N we have yiiνij . Hence,
necessarily νij = 0. As i 6= j were arbitrary, we conclude that N is diagonal.
Take now Y = Eij +Eji, where i 6= j. By the equality NY = Y N we deduce
that νii = νjj . That is, M = λI for some λ ∈ µ2n(K), as we had to see.

Let us now consider the case (O2). As in Claim 1, we conclude that
M =

(
N 0
0 R

)
, where Y R = NY for any Y satisfying Y t + Y = 0. Write again

N = (νij), and R = (ρij). Take

(3.10) Y = Eij − Eji, where i 6= j.

Furthermore, suppose that n ≥ 3. Then on the (i, j)-th place of NY we have
νii, while on the (i, j)-th place of Y R we have ρjj . Thus we deduce that
νii = ρjj , for i 6= j. Hence, in particular, ν11 = ρjj for any j ≥ 2; and at the
same time ρ11 = ν22 = ρ33. Therefore, ρ11 = · · · = ρnn, and analogously

(3.11) ν11 = · · · = νnn = ρ11 = · · · = ρnn.

Fix now an arbitrary pair of indices (u, v), where u 6= v. We may assume
for Y as in (3.10) the following: i = v and j 6= u, v. Then, by considering
the coefficients by the matrix Euj in the equality NY = Y R, we deduce that
νuv = 0. Analogously, ρuv = 0. Finally, by the later and (3.11) we obtain
that again M = λI for some λ ∈ µ2n(K).

Suppose the case (O1) holds. Take first Y to be as in (3.8). As there
we deduce that Q = qErr, q ∈ K. Take then Y = Er,r+1 − Er+1,r. By the
equality QY = 0, we have q = 0, i.e., Q = 0. Analogously, P = 0. That is,
M =

(
N 0
0 R

)
. Now, the same argument as for (O2) works here again.

What remains to do is to treat three cases when n ≤ 2. Consider first
the case when ε = −1 and n = 1. Then, as we have showed, N = G. Hence,
NG(N) = N.

Consider now the case ε = 1 and n = 1. Then G1 and N are given by (3.3)
and (3.4), respectively. Let us show that again NG(N) = N, provided that K
is not F3 or F5. For that purpose take D =

( x y
z t

)
∈ NG(N). Then choose
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some a0 ∈ K× satisfying a20 6= ±1, and put A0 =
( a0 0

0 a−1

0

)
∈ G1. Define

DA0D
−1 =

(
a0 + yz(a0 − a−1

0 ) −xy(a0 − a−1
0 )

zt(a0 − a−1
0 ) a0 − xt(a0 − a−1

0 )

)
∈ N.

If we would have xy 6= 0, then a20 6= 1 and (3.4) would imply that

a0 + yz(a0 − a−1
0 ) = a0 − xt(a0 − a−1

0 ) = 0.

Summing up the later two equalities we obtain that a20 = −1; a contradiction.
Thus, xy = 0. Analogously, zt = 0. An easy discussion shows that the only
two possibilities are: x = t = 0 and y, z 6= 0, or y = z = 0 and x, t 6= 0;
i.e., D =

(
0 y
z 0

)
or D =

(
x 0
0 t

)
. But this means that necessarily D ∈ N; and

we are done. We leave to the reader to check that for K = F3 or F5 we have
NG(N) 6= N.

The last case is ε = 1 and n = 2. As before, we again have M =
(
N 0
0 R

)
,

where Y R = NY for any Y satisfying Y t + Y = 0. But the only such one is
Y =

(
0 1
−1 0

)
. Hence it follows that for N =

(
ν11 ν12
ν21 ν22

)
we haveR =

(
ν22 −ν21
−ν12 ν11

)
.

Now we will take A =
(X 0

0 (X−1)t
)
∈ G1, where X =

(
1 x
0 1

)
. Then, for this

A, we have (3.9). An easy inspection shows that again necessarily λA = 1.
In other words, MA = AM . By choosing x 6= 0 it follows at once that
ν12 = ν21 = 0 and ν11 = ν22; i.e., M = λI, where λ ∈ µ4(K).

This finishes the proof of (ii), and so the proof of our theorem.

Concerning the structure of N = NG(G1), the following is an improvement
of the above.

Corollary 3.8. The set N′ = {M ∈ G | M ♯M = λI, λ ∈ µn(K)} is a
normal subgroup of N, and for it we have N

′ ∼= G1 >⊳µn(K). Furthermore,
N/N′ ∼= Z/2Z if Condition (♦) holds, and N = N

′ if not.

Proof. With Mλ as before, define F = {Mλ | λ ∈ µn(K)}. Then F is a
finite subgroup of N, F ∼= µn(K) and F ∩ G1 = {I}. As we have a (disjoint)
union N

′ =
⋃

λ∈µ
n
(K) Γλ, it is clear that G1F = N

′. Thus we conclude that

N
′ ∼= G1 >⊳F. Now, if Condition (♦) does not hold, then N = N

′, and we are
done.

Suppose next that Condition (♦) holds, and let ω and W be as in it.
Take any X ∈ N \ N′. Then X♯X = λI, with λ ∈ µ2n(K) \ µn(K). Hence,
for Y = W−1X , we have Y ♯Y = λω−1I. We conclude that Y ∈ N

′, and so
X ∈ WN

′. Thus
N = N

′ ∪WN
′,

a disjoint union. Define now a map τ : N → Z/2Z, τ|N′ = 0 and τ|WN′ = 1; cf.
Example 4.7, again. Take any Y1, Y2 ∈ N

′. Using the facts WN
′ = N

′W and
W 2 ∈ N

′, it immediately follows that Y1(WY2) ∈ WN
′ and (WY1)(WY2) ∈ N

′.
This shows that τ is a group epimorphism with the kernel N′, and so we have
our corollary proved.



408 B. ŠIROLA

Concerning the Condition (♦) we note the following easy observation.
Let us emphasize that we do not know what happens in general for ε = 1 and
n even.

Lemma 3.9. Suppose that ε = 1 and n is odd. Then for any K, the
Condition (♦) holds.

Proof. Let λ ∈ µ2n(K) be arbitrary. Let Mλ =
(
λI 0
0 I

)
, as before, and

Nλ =
(
0 λI
I 0

)
. As we have detMλ = λn and detNλ = −λn, for every odd

n, it follows that either Mλ ∈ G or Nλ ∈ G. It only remains to note that

M ♯
λMλ = λI = N ♯

λNλ.

Compared to the previous one, the next lemma is more complicated. Let
us emphasize that our argument strongly relies on the notion of J-twisted
Pfaffian, introduced in [Š2]; it is a natural counterpart of the standard Pfaffian
while working in the symplectic setting.

Lemma 3.10. Suppose that ε = −1 and n ≡ 2, 3 (mod 4). Then, for
K = C, the Condition (♦) does not hold.

Proof. Let J = J−. Also, define ω-H = P− ⊕ CI, the set of all ω-
hermitian complex matrices of size 2n; cf. Definition 3.2. For any X ∈ ω-H,
define the J-twisted Pfaffian of X as

J -Pf(X) = Pf(JX);

here Pf is the standard Pfaffian, taken so that Pf(J) = −1. Now, for c ∈ C and
n > 1, define scalar matrices An = cI ∈ M2n(C), and Xn = JAn =

(
0 cI

−cI 0

)
.

Next, recall a well known expansion for inductive computation of the Pfaffian
(see [A, Ch. III, §5]): For M = (mij) ∈ M2n(C),

Pf(M) =

2n∑

t=2

(−1)tm1t Pf
(
M̂1t

)
,

where M̂1t ∈ M2n−2(C) is obtained by deleting both the 1-st and t-th row
and column in M . Hence it follows that

J -Pf(An) = (−1)n+1c J -Pf(An−1).

Since in particular J -Pf(A2) = −c2 (cf. [Š2, Lemma 2.1]), we have proved the
following

Claim. J -Pf(An) =

{
cn if n ≡ 0, 1 (mod 4),

−cn if n ≡ 2, 3 (mod 4).

Suppose now that we have some ω ∈ µ2n(C) \ µn(C) and W ∈ G =
SL(2n,C) such that W ♯W = ωI. By the above Claim, J -Pf(ωI) = 1.
On the other hand, a nontrivial observation in [Š2, Prop. 1.6] states that
J -Pf(M ♯M) = −1 for all M ∈ G, yielding a contradiction.
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Remark 3.11. The argument given in [Š2] which proves the mentioned
Proposition 1.6 is of an analytic flavor. As usual, one can expect to have the
same result for an arbitrary algebraically closed field K of characteristic zero.
It would be good to find out if this is so. In particular then we would have
for such K the previous lemma as well.

4. Remarks on various embeddings of G1 into G

Concerning the problem of normalizers, it is interesting to consider various
embeddings of Lie algebras g1 →֒ g, and groups G1 →֒ G; see Remark 4.4.
Next we want to find out which of them are mutually conjugate; cf. Lemmas
4.3 and 4.5. Namely, suppose for the moment that g = sl(n,K), G = SL(n,K)
and h is a Lie algebra for which we have two faithful representations ρ1,2 :
h → g. Denote si = ρi(h); we say that si →֒ g are two embeddings of h in g,
realized via ρi, for i = 1, 2. Now, it is possible that the normalizers of si in g

are not isomorphic; such s1 and s2 cannot be GL(n,K)-conjugate. The same
phenomenon can happen for some subgroups S1, S2 ≤ G as well. Related to
what we said, the following obvious lemma contains a useful observation; of
course, an analogous result holds for Lie algebras as well.

Lemma 4.1. Let G be any group. Suppose that S1, S2 ≤ G are conjugate
subgroups. Then the normalizers NG(S1) and NG(S2) are conjugate subgroups
too. As a consequence, S1 is self-normalizing in G if and only if S2 is the
same.

Now we will consider another realizations of sp(2n,K) and so(2n,K), the
symplectic and even orthogonal Lie algebra of matrices of size 2n, in G =
sl(2n,K). We will also consider realizations of the corresponding, symplectic
and orthogonal, groups. But first recall two standard realizations, and some
well known related facts; see [B2, Ch. VIII, §13] or [GW, Sect. 1.2.2].

Suppose for the moment that K = K. Let V be a finite-dimensional K-
vector space, and let ϕ : V × V → K be a bilinear nondegenerate form which
is either symmetric or skew-symmetric. We define a Lie algebra g(ϕ) ≤ gl(V)
and an algebraic group G(ϕ) ≤ GL(V) as follows:

g(ϕ) = {X ∈ gl(V) | ϕ(Xv,W ) + ϕ(v,Xw) = 0 for all v, w ∈ V},

G(ϕ) = {g ∈ GL(V) | ϕ(gv, gw) = ϕ(v, w) for all v, w ∈ V}.

Suppose ϕ′ is another bilinear nondegenerate form which is also symmetric/
skew-symmetric if ϕ is the same. Define g(ϕ′) and G(ϕ′) as for ϕ. Then
g(ϕ′) ∼= g(ϕ), an isomorphism of Lie algebras; and G(ϕ′) ∼= G(ϕ), an
isomorphism of algebraic groups. More precisely, there exists some Ω ∈ SL(V)
such that both g(ϕ′) = Ωg(ϕ)Ω−1 and G(ϕ′) = ΩG(ϕ)Ω−1; see [J, Sect. 1]
for details.
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4.1. The map A 7→ A†. In Subsection 3.1 we defined involutions θε of
G; and thus symmetric pairs (G,Gε

1). Here we want to consider two more
involutions. For that, let again the field K be arbitrary. If U ∈ Mn(K), we
define U τ = sU ts; recall that the map U 7→ U τ is the skew transpose. A
straightforward verification proves the following basic lemma.

Lemma 4.2. (i) For any U1, U2 ∈ Mn(K), we have (U1U2)
τ = U τ

2 U
τ
1 .

(ii) For a block-matrix A we define A† as follows:

A† = A†
ε =

(
T τ εY τ

εZτ Xτ

)
, if A =

(
X Y
Z T

)
.

The map A 7→ A† is a K-linear automorphism of M2n(K), satisfying
A†† = A and (AB)† = B†A†, for all A,B ∈ M2n(K); i.e., this map
is an involution on M2n(K). For A ∈ GL(2n,K), we have (A−1)† =
(A†)−1.

(iii) For any A ∈ M2n(K), we have St
εA

tSε = A†.

Now define a Lie algebra

Lε
1 = {A ∈ G | SεA+AtSε = 0} = {A ∈ G | A† = −A};

we write just L+
1 and L−

1 . A block-matrix A, with n-by-n blocks, is in Lε
1

if and only if A =
(
X Y
Z −Xτ

)
, where Y = −εY τ and Z = −εZτ . In other

words, for ε = 1 (resp. ε = −1) the matrices Y and Z are symmetric (resp.
skew-symmetric) with respect to the skew diagonal. As the map

Θ = Θε : A 7→ −A†
ε

is an involutive automorphism of G, the pair (G,Lε
1) is symmetric. We have

L+
1 = so(2n,K) and L−

1 = sp(2n,K).

4.2. A comparison of θε and Θε. By the above constructions we have
Lie algebras Gε

1 and Lε
1. Next, for G = SL(2n,K), we have the corresponding

groups

Gε
1 = G±

1 = {A ∈ G | AA♯
ε = I},

Lε
1 = L±

1 = {A ∈ G | AA†
ε = I};

for Gε
1 see Subsection 3.3. Thus G−

1 and L−
1 (resp. G+

1 and L+
1 ) are

two different realizations of Sp(2n,K) (resp. SO(2n,K)) within G. The
following easy lemma states that these two pairs of algebraic structures are
conjugate (we already know that for K algebraically closed they are; see the
paragraph before Subsection 4.1). Therefore, by Lemma 4.1, in particular
the normalizers NG(G

ε
1) and NG(L

ε
1) are conjugate as well. In other words,

as we already said in the Introduction, Theorem 0.1 holds when we replace
G1 = G1(θ

ε) = Gε
1 there by Lε

1.

Lemma 4.3. We have the following:
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(i) Lε
1
∼= Gε

1, conjugate Lie algebras.
(ii) G1(ω±) ∼= L±

1 , conjugate (abstract) groups.

Proof. (i) Let us show that there exists Ω, det Ω ∈ {±1}, such that the
map φ : Lε

1 → Gε
1, φ(A) = ΩAΩ−1, is a Lie algebra isomorphism. For that

purpose define U = J−1
ε Sε =

(
s 0
0 s

)
. Then we clearly have A♯ = UA†U−1,

and therefore

φ(A)♯ + φ(A) = (Ω♯)−1UA†U−1Ω♯ +ΩAΩ−1;

note that U−1 = U . If we can find such Ω that U = Ω♯Ω, we are done. It
remains to note that Ω =

(
s 0
0 I

)
will do.

(ii) The map φ : Lε
1 → G1(ω), defined in the same way as in (i), is an

isomorphism of groups. To see this one just has to note that

φ(A)♯φ(A) = (Ω♯)−1(A♯U)AΩ−1 = (Ω♯)−1UA†AΩ−1 = (Ω♯)−1UΩ−1 = I.

Remark 4.4. Recall that the standard Borel subgroup B of G is the
subgroup of G consisting of the upper triangular matrices. For such B, define

B1 = Bε
1 = B ∩ Lε

1.

A well known fact is that then B1 is a standard Borel subgroup of Lε
1. This is

one of the main reasons why the realization of Sp(2n,K) (resp. SO(2n,K)),
via Θε, is interesting; cf. [Š6, Sect. 3]. Notice that there is no analogous
result for the embedding of Gε

1 into G.

4.3. A comparison of θ+ and ϑ. For G = SL(2n,K), define a subgroup
H1 ≤ G by

H1 = {A ∈ G | AAt = I};

for K = R or C we obtain the familiar realizations H1 = SO(2n,R) or
SO(2n,C). Our next step is to compare the groups H1 and G+

1 , where G+
1 is

as in the previous subsection. Similarly, we treat the Lie algebras G+
1 and

H1 = {A ∈ G | At = −A};

note that H1 = Gϑ, for the involution

ϑ : A 7→ −At

of G. We begin with an interesting observation in the positive characteristic
case; cf. the previous lemma, and see Remark 4.6 below.

Lemma 4.5. Let K be a field of characteristic p, and suppose that either
p ≡ 1 (mod 4), or p ≡ 3 (mod 4) and K contains Fp2 as a subfield. Then we
have the following:

(i) G+
1
∼= H1, conjugate groups.

(ii) G+
1
∼= H1, conjugate Lie algebras.
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Proof. (i) Let us show, again, that there exists some Ω such that φ :
H1 → G+

1 , φ(A) = ΩAΩ−1, is an isomorphism. Since

φ(A)♯φ(A) = (Ω−1)♯J+A
tJ+Ω

♯ΩAΩ−1,

it is obvious that we would have what we want provided that Ω♯Ω = J+.
Write now Ω =

(
X Y
Z T

)
. Thus Ω♯Ω = J+ is equivalent to the following:

T tX + Y tZ = 0, T tY + Y tT = I = ZtX +XtZ.

Consider the case n = 1, i.e., Ω =
( x y
z t

)
with x, y, z, t ∈ K. By the assumption

on K, we can find some nonzero x, y satisfying x2+y2 = 0. Then put z = 1/2x
and t = 1/2y. Now it follows that

Ω =

(
xI yI
zI tI

)

will work for any n; note that detΩ = (xt− yz)n, and so Ω ∈ GL(2n,K), but
Ω 6∈ G for n not divisible by 4.

(ii) The map φ : H1 → G+
1 , defined as in (i), is an isomorphism of Lie

algebras.

Remark 4.6. Since H1 consists of all block-matrices
(

X Y
−Y t T

)
satisfying

X + Xt = T + T t = 0, in particular for n = 1 we have H1 to be the set of
all

( 0 y
−y 0

)
, y ∈ K. Also, for n = 1, G+

1 equals the set of all
(
x 0
0 −x

)
, x ∈ K.

Thus, for arbitrary K, we have H1
∼= G+

1 , in the obvious way.
On the other hand the situation with groups is different. To see this let,

again, n = 1. Then for K = F3 we have H1
∼= Z/4Z and G+

1
∼= Z/2Z. Also,

for K = R, the subgroups G+
1 and H1 of SL(2,R) are not isomorphic as well.

Of course, these are just special cases of a more general situation concerning
the orthogonal groups; cf. [Ca, Sect. 1.19].

Example 4.7. Let G and H1 be as above. As in Theorem 3.7, we have
that if M ∈ NG(H1), then M tM ∈ CG(H1).

Let n = 1 and H1 ≤ G = SL(2,K), i.e.,

H1 =
{( a b

−b a

)
| a, b ∈ K satisfying a2 + b2 = 1

}
.

It is easy to see that for the centralizer of H1 in G we have CG(H1) = H1. We
want to describe the normalizer of H1 in G. So let now M =

( x y
z t

)
∈ NG(H1).

Hence, M tM ∈ H1; i.e., x
2 + z2 = a = y2 + t2 and −b = xy + zt = b, for a, b

satisfying a2 + b2 = 1. Clearly, for b 6= 0, M does not exist. So it follows that
a = ±1. An easy calculation shows that for a = 1 we have M ∈ H1. Also, for
a = −1, we deduce that M is of the form

M = M(x; y) =

(
x y
y −x

)
, where x2 + y2 + 1 = 0.
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Thus we have the normalizer of H1 in G decomposed as a (disjoint) union
NG(H1) = H1∪Φ, where Φ is the set of all matricesM(x; y). If Φ is nonempty,
fix an arbitrary matrix ̟ ∈ Φ. Then note that the map H1 ∋ h 7→ ̟h ∈ Φ
is bijective; thus, Φ = ̟H1. Also define a map

σ : NG(H1) → Z/2Z = {0, 1}, σ|H1
= 0, σ|Φ = 1.

Using the fact that h̟ = ̟ht, for every h ∈ H1, it is obvious that σ is an
epimorphism, with the kernel Kerσ = H1. The above considerations can be
summarized as follows.

Claim. Supposing that the equation x2 + y2 + 1 = 0 has a solution in K,
we have a short exact sequence of groups

1 → H1 →֒ NG(H1)
σ
−→ Z/2Z → 1.

Otherwise, we have NG(H1) = H1.
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