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Introduction

Compression enables a more efficient use of
transmission and storage resources. Efficient usage of
resources may not be an issue with 2D video and audio any
more, but 3D video still requires compression due to very
large volume of data. Even with constant advances in
storage and transmission capacity, compression is likely to
be an essential component of multimedia services for many
years to come. This work proposes the framework for four-
dimensional medical data compression architecture that can
be used in various telemedicine applications, mainly in
neuroimaging which provides a crucial perspective for
basic and clinical human neuroscience.

Given a data, it is important to analyze its mathematical
properties and the extent to which it allows forming a
conclusion about the shape and motion. To extract the
motion information from specific features, the visualization
semantics of the system that will synthesize the motion
should be known. Deformable models deliver information
about the feature in the form of the magnitudes of
parameters that control the analysis. These parameters are
related to the actions that should be applied to the 3D-model
to recreate motion and expressions. This work translates the
results of motion models into object visualization
parameters.

Motion estimation is used to eliminate large amounts of
temporal redundancy that exist in sequences of 3D data.
Each object or subvolume of considered scene can have its
own freedom of motion and the activity recognition for each
part is achieved by using models obtained by the neural
network. In this context, an object can be described as a part
of the scene that moves with a coherent motion. To detect
the objects it is necessary to use one of the segmentation
techniques. This work introduces the usage of semi
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This work presents a novel framework for four-dimensional (4D) medical data compression architecture. This framework is based on different procedures and
algorithms that detect time and spatial (frequency) redundancy in recorded 4D medical data. Motion in time is analyzed through the motion fields that produce
input parameters for the neural network used for motion estimation. Combination of segmentation, block matching and motion field prediction along with
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U ovom radu predložen novi programski okvir za kompresiju četvero-dimenzionalnih (4D) medicinskih podataka. Arhitektura ovog programskog okvira
temelji se na različitim procedurama i algoritmima koji detektiraju vremenske i prostorne zalihosti u ulaznim 4D medicinskim podacima. Pokret kroz vrijeme
analizira pomoću vektora pomaka koji predstavljaju ulazne parametre za neuronske mreže koje se koriste za procjenu pokreta. Kombinacijom segmentacije,
pronalaženja odgovarajućih blokova i predikcijom vektora pomaka, zajedno s ekspertnim znanjem moguće je optimirati performanse sustava. Frekvencijska
svojstva se analiziraju proširenjem wavelet transformacije na tri dimenzije. Za mirne volumetrijske objekte, moguće je konstruirati različite wavelet pakete s
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-automated segmentation techniques, based on the modified
Canny edge detection as well as surface extraction, since
segmentation requires to estimate the surface shape. The
strategy of edge-based segmentation is to find object
boundaries and segment regions enclosed by the
boundaries. When subvolume or object is determined, it can
be described by its own motion field.

Once object expressions are modelled, a set of
parameters is obtained. The mapping of these parameters
onto the corresponding object animation parameters is done
by solving for the estimator that relates motion parameters
to analysis parameters. To establish the mapping
relationship there must be a training process [1]. Therefore,
a reliable estimator is constructed based on convolutional
neural networks (CNN). This work develops neural
networks with applications to the motion estimation of
subvolumes. Supervised learning in the context of
convolutional neural networks can be associated with the
use of optimization-based techniques to adjust the network
parameters. The objective is to minimize the cost function
that somehow defines the desired behaviour to be achieved.

Different types of time-frequency structures are
encountered in complex signals such as 3D video
recordings [2]. This motivates the design of bases whose
time-frequency properties may be adapted. Wavelet bases
are one particular family of bases that represent piecewise
smooth signals effectively. In this work, fast one
dimensional wavelet transform is extended to three
dimensions in order to reduce frequency redundancies. The
fast wavelet transform is computed with filters that are
separable products of the one-dimensional low-pass and
high-pass filters. The wavelet coefficients are calculated
with three-dimensional separable convolutions and
subsamplings. The decomposition formula is obtained by
applying the one-dimensional convolution formula to the
separable three-dimensional wavelets and scaling
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functions.

The proposed new architecture of 4D medical data
compression is presented in Fig. 1. It can be divided into two

2
System architecture

Figure 1 Proposal of 4D medical data compression architecture

main parts. The first part is exploring temporal
redundancies and the second one is exploring frequency
redundancies. The temporal analysis begins with a shape
analysis of an original 4D dataset based on the edge
detection. The dataset is then segmented according to the
kernel object that best fits its contours and characteristics.
Usage of convolutional neural networks enables that each
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segmented subvolume can have its own motion field and its
motion is estimated, independently of other subvolumes
and their motion fields. After removing the temporal
redundancies, frequency redundancies are removed from
still volumetric datasets by using the fast 3D wavelet
transform. This produces wavelet coefficients which are
then coded, ready for transmission or storage.

Time analysis includes statistical analysis and object
registration. During the statistical analysis, 4D data is
divided into time frames that are examined. Data
segmentation is used for examination of each time frame
when trying to match it with a kernel shape. In 3D motion
estimation theory, it is usually assumed that the whole
system can be described as only one moving object. When
dealing with real world multiple moving objects and
complex scenes, there are lots of objects moving with
different motions, locally in space and in time [3]. In this
way the scene is broken down into a number of regions each
of which can be well approximated by its own motion from a
class of simple models.

Detection of edges can be achieved by adopting 3D
Canny edge detector [1]. The edge gradient of a 3D
volumetric object can be determined by computing the
gradient components and

for each voxel ( ). The second step is to
estimate the edge strength with
orientation of the edge normal.

The orientation of edge normal is specified by angles
and

2.1
Exploring temporal redundancies

2.1.1
3D canny edge detector based segmentation

G

v x,y,z

θ
that can be computed by equations�

M Žagar. et al.

2.1.2
Surface xtractione

Many 3D objects can be conveniently described in
terms of the shape and position of the surfaces they are made
of. Surface-based descriptions are used for object
classification and motion estimation in the compression
process [4]. This section presents a well-known method of
finding patches of various shapes which compose the
visible surface of an object, adapted to 3D.

The method called HK segmentation [5] partitions a
range object into regions of homogeneous shape, called
homogeneous surface patches. For a given range object ,
the goal is to compute a new object registered with and
with the same size in which each voxel is associated with a
local shape class selected from a given dictionary. To solve
this problem, two tools are needed: a dictionary of shape
classes and an algorithm determining which shape class
gives the best approximation of the surface at each voxel.

To estimate the surface shape at each voxel, a local

G
G

definition of shape is needed. Differential geometry
provides a convenient one: the local surface shape can be
classified using the sign of the mean curvature and of the
Gaussian curvature . In Tab 1, concave and convex are
defined with respect to the viewing direction: a hole in the
range surface is concave and its principal curvatures
negative. At cylindrical points, one of the two principal
curvatures vanishes, as, for instance, at any point of a simple
cylinder or cone.At elliptic points, both principal curvatures
have the same sign, and the surface looks locally like either
the inside of a bowl (if concave) or the tip of a nose (if
convex). At hyperbolic points, the principal curvatures are
nonzero and have different signs; the surface resembles a
saddle. This classification is qualitative in the sense that
only the sign of the curvatures, not their magnitude,
influences the result. This offers some robustness, as sign
can often be estimated correctly even when magnitude
estimates become noisy.

The expressions of and are evaluated at each voxel
[6], with signs from Tab 1. The Gaussian curvature operator

for 3D objects can be computed as

H
K

H K

K

.

.

Mean curvature of a 3D object can be extended from
a 2D expression as

H
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Table 1 Surface patches classification scheme

K H Local shape class
0 0 plane

0 + concave cylindrical

0 - convex cylindrical
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To summarize, the basic HK segmentation algorithm
works as follows: the input is a range volumetric object, ,
in an form, and a set of six shape labels,
associated to the classes of Tab. 1. The derivatives , , ,

, , , , and should be computed first. After
computing the and , the shape object can be computed
by assigning a shape label to each voxel, according to the
rules in Tab. 1.
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2.1.4
Motion parameters for neural network

2.2
Exploring frequency redundancies

To recreate motion, it is necessary to find a
mathematical solution to tie analysis to synthesis. To extract
motion information from specific features, the visualization
semantics of the system that will synthesize the motion
should be known. It is also necessary to relate these
parameters to the actions that should be applied to the 3D-
model in order to recreate motion. These motion models
translate the results into object-visualization parameters
building motion fields presented in previous section.

Convolutional neural networks can be used to track and
recreate motion and expressions from relevant features
from an object database by carefully selecting the network
parameters. A CNN typically consists of an input layer, one
or more hidden layers (convolution layers), and an output
layer [10]. The input layer of the CNN contains × ×
input nodes that represent × × voxels of the region on
interest (ROI) to be recognized. Each convolution layer has
local connections with the preceding layer (either the input
layer or the previous hidden layer). The nodes in the hidden
layer are organized into different groups and the groups
between adjacent layers are locally connected by weighting
coefficients that are arranged in kernels. The input layer
contains × × nodes and the kernel size is × × . The
hidden layer is organized in groups. The number of nodes
in each group is × × ( for a × × kernel).
The total number of links between the input layer and the
hidden layer is × × . Learning is constrained so that the
kernel weights connecting two groups in the adjacent
hidden layers (or between the input and the hidden layers)
are shift-invariant. As a result, the number of independent
links is × . The output layer is fully connected to the
previous hidden layer. If the output layer contains nodes,
the total number of links is ×  × . The signal input into
the CNN is convolved with the weight kernels, and the value
of the convolution is collected into the corresponding node
in the upper layer. The value is further processed by the node
through an activation function and produces an output
signal. The output signal is forward-propagated in a similar
manner.

CNN first extracts the subvolumes in the hidden
convolution layers and then classifies these subvolumes in
the output stage [10]. The convolution kernels are trained to
form a set of feature extractors by supervised learning. Each
convolution kernel is expected to function as a subvolume
analyzer and perform a specific feature-extracting operation
on the considered subvolume. Finally, the output stage is
trained to classify and predict the position of the considered
subvolume at the output layer.

Exploring frequency redundancies of still 3D objects is
based on the fast wavelet transform. To explore frequency
redundancy, the original data is decomposed into low and
high frequency coefficients using wavelet transform. To
obtain the standard decomposition of a single 3D object,
one-dimensional wavelet transform is first applied to each
row of voxel values, then to each column and then in depth.
This operation gives an average value along with the
coefficients.
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2.1.3
Estimating the motion field

In estimating the motion field of segmented subvolume
the basic assumption is that the motion field is well
approximated by a constant vector field within any small
region of the object plane. The optical flow is the
approximation of the motion field which can be computed
from time-varying volumetric sequences [7]. For each point

within a segmented subvolume of size × × , it can be
written

v

p Q N N Ni

where = ( ) is brightness for voxel at point ( ) at
time . Subscript denotes partial differentiation with
respect to time. The spatial and temporal derivatives of the
voxel brightness are computed at .
Therefore, the optical flow can be estimated within as the
constant vector, that minimizes the functional

E E x,y,z,t x,y,z
t E

Q
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v
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The solution of the least squares problem can be found
by solving the linear system [8]. The th row of
the matrix is the spatial gradient evaluated at point
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and is the - dimensional vector of partial temporal
derivatives of the voxel brightness, evaluated at

after a sign change

b N
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This algorithm is as follows. The input is a time-varying
sequence of segmented subvolumes Let be
a sub-volume region of × × voxels.
- Filter each subvolume of the sequence with a Gaussian

filter of standard deviation equal to (typically 1,5
voxels) along each spatial dimension.

- Filter each subvolume of the sequence along the
temporal dimension with a Gaussian filter of standard
deviation (typically 1,5 frames).

- For each voxel of each subvolume of the sequence:
(a) compute the matrix and the vector using (9) and
(10)
(b) compute the optical flow using (8).

The output is the optical flow computed in the last step
[9]. The purpose of spatial filtering is to attenuate noise in
the estimation of the spatial gradient; temporal filtering
prevents aliasing in the time domain. The least squares
solution of the constrained system can be obtained as

is the optical flow (the estimate of the
motion field) at the centre of subvolume ; by repeating this
procedure for all segmented subvolumes, a dense optical
flow is obtained.
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2.2.1
Fast 3D wavelet transform

The fast wavelet transform is computed with filters that
are separable products of one-dimensional low-pass [  ]
and high-pass [  ] filters. The separable 3-dimensional
low-pass filter is

h n
g n

Tehni ki vjesnikč 19, 1(2012)  99-105,

Separable three-dimensional convolution can be
factored into one-dimensional convolutions along all three
dimensions. With the factorization illustrated in Fig. 2,
these eight convolution equations are computed with 14
groups of one-dimensional convolutions.

The rows of are first convolved with [  ] and [  ] and
subsampled by 2. The columns of these two output volumes
are then convolved with [  ] and [  ] respectively and
subsampled. Finally, the depth component of these four
output volumes is then convolved with [  ] and [  ]
respectively and subsampled, which provides eight
subsampled subvolumes denoted by formulae (15)-(22).

This chapter presents details of implemented methods
and algorithms on four-dimensional data sets (volumes in
time). A sequence from 10 and 20 volumes is taken during a
typical experiment. There are two different experimental
datasets, one representing the brain motion and the other
representing human heart beating cycle.

The basic tool used for viewing volumetric data is FSL
Viewer [11] with its component tools. It is used for
visualization and inspection if output data is processed
correctly. The basic tool used for data analysis and
processing is MATLAB with its Wavelet Toolbox, Image
Processing Toolbox, Neural Networks Toolbox, Fuzzy
Logic Toolbox and Filter Design Toolbox.

Brain can be segmented into three main tissue types:
grey matter, white matter and cerebro-spinal fluid. An
example of segmentation explained in the Section 2.1.1 and
2.1.2 is shown in Fig. 3.

With coding only segmented region of interest (brain
dataset) and not the whole head dataset, size of dataset is
reduced from 497 kB to 405 kB. The reduction can be even
higher if it is segmented into smaller regions of interest.

a h n g n

h n g n

h n g n

j

3
Implementation and conclusion

A motion estimation process is applied on small
segmented regions. In this way, each subvolume that is
segmented from the original object can have its own motion
field. Motion of the beating heart can be derived
heuristically from the subvolumes processing results
themselves. Model of the human heart is known and
described with expert knowledge. One beat can be
approximated with cosine based function. Motion in one
cardiac cycle can be approximated by using unscented
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where =( , , ) represent translating parameters along
all 3 dimensions ( ) respectively.

Denote that [ ]=  [ ] and [ ]=  [ ] Any integer
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separable 3-dimensional band-pass filter:
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The wavelet coefficients at the scale 2 are calculated from
input segmented subvolume = with three-dimensional
separable convolutions and sub-samplings. The
decomposition formulae are obtained by applying the one-
dimensional convolution formula to the separable three-
dimensional wavelets and scaling functions for =( , ,

). If it is denoted that ,
then it can be verified that
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In an extended way, this can be rewritten as:
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Figure 2 Three-dimensional decomposition and subsampling
along rows, columns and depth
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Figure 3 Segmentation of experimental neuro dataset



104 Technical Gazette 19, 1(2012), 99-105

Kalman filter that searches the optimal parameter of the
convolutional neural network, based on input training data.
Results of trained CNN are shown in Fig. 4.

subvolumes, one smooth and seven detailed subvolumes.
The wavelet coefficients are the voxel values of eight
subvolumes after the transform. With properly chosen
wavelet functions, the low-resolution component in the
level is 2 of the original subvolume size after the
transformation, but contains about 90 % of the total energy
in the level. High-resolution components are spread into
different decomposition levels. For those reasons, since the
wavelet transform components provide an efficient
representation of the original subvolume for compression
purposes, different levels of the representation can be
encoded differently to achieve a desired compression ratio,
up to 1:17. Removing frequency redundancies is done by
3D decomposition with the 3D fast wavelet transform on
experimental brain dataset. The results are shown in Fig. 5.

In this example, simple Haar basis [12] was used as a
filter basis for wavelet transformation. It can be seen that the
transformed data have viewable errors. For example, the
side plan of the transformed data has a black area with few
white points that does not exist on the original, and the
background in noticeable noisy. Instead of the Haar filter,
the use of the Farras filter [13] for analysis gives output data
with no viewable errors (Fig. 6).

j

j

–3j

The red dots represent the input motion of one heart
cycle. The green dots on the upper part of Fig. 4 represent
the training of CNN. After the learning phase, the estimated
motion of the heart cycle is represented by the green line on
the lower part of Fig. 4. In this way it is necessary to code
only the motion field between two consecutive frames,
produced with neural network for motion estimation.
Original experimental data frame is size of 405 kB and if
two consecutive frames are coded without any prediction
method, the whole second object must be coded too, so the
size is 807 kB (because not all the frames are the same size,
e.g. the second frame of experimental data is 402 kB). For
coding only motion vectors in motion field it is enough only
31 kB, and for both volumetric frames together 436 kB.
With bigger number of frames, compression rate becomes
much better, because it is necessary to code only the first
frame, and after that only the motion fields of each
consecutive frame. In this way for the second frame it is
needed only 31 kB instead 402 kB (compression ratio 1:13).

The Farras filter for analysis ( ) of data whose
dimensions are multipliers of number 8 and Farras filter for
synthesis ( ) are defined as

F_A

F_S
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Figure 4 Training of CNN for motion estimation of the human
heart cycle

Figure 5 Segment of original experimental 3D neurodata (left) and
after 3D FWT and IFWT using the Haar filter (right)

As previously described, frequency analysis is based on
fast 3D wavelet transform. During each level of the
transform, the scaling function and the seven wavelet
functions are applied, respectively, to the original
subvolume at that level, forming a total of eight

Figure 6 Segment of original experimental 3D neurodata (left) and
after 3D FWT and IFWT using the Farras filter (right)
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,

Size of one still uncompressed experimental volumetric
data is 405 kB. If this data is compressed with standard
WinZip compression, size is 129 kB (compression ratio
1:3). Using of 3D FWT with Farras filter, the original single
volumetric data can be compressed on 51 kB with
compression ratio 1:8. With Haar basis the results are even
better: compressed data uses just 24 kB of memory
(compression ratio 1:17). Elapsed time for 3D FWT of
experimental data was 1 57 seconds on Pentium IV, 512 MB
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RAM. Results after removing temporal and spatial
(frequency) redundancies from experimental neurodata are
shown in Tab. 2. Overall achieved compression ratio is
1:144.

The suggested data compression architecture can be
implemented in telemedicine to improve the quality of
service. It incorporates operations for frequency and time
analysis of datasets, creating kernel shapes and models, and
fitting of medical 4D datasets. Each part of the system
architecture is implemented independently and can be used
for other approaches such as entertainment applications and
other new applications that use 4D data. Building more
sophisticated models of regions, allows more direct and
interesting questions to be asked at the voxel level, as well
as the carrying through of more relevant information to
connectivity algorithms. Future research can be directed
towards improving performance of the compression
architecture through the combination of different wavelet
packages, tune up of the neural network for motion
estimation, implementation of more complex edge
detectors for data segmentation as well as exploration of the
different data shapes and models and more featured data (for
example, colour dataset).
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Table 2 Results of proposed compression methods applied
on experimental neuro-dataset

Size
Original

raw dataset

After
removing
temporal

redundancies

After
removing

spatial
redundancies

Overall

Experimental
neuro-dataset 24 503 kB 1 366 kB 171 kB

Compression
ratio 1:18 1:8 1:144




