MATHEMATICAL COMMUNICATIONS 4(1999), 177-190 177

Some new estimates for the moments of guessing
mappings

S.S. DRAGOMIR™

Abstract. In this paper, by the use of some new analytic inequali-
ties for arithmetic means, we point out new estimation for the moments
of guessing mapping which complement in a natural way the recent re-

sults of Arikan [2], Boztas [3] and Dragomir, Van der Hoek [4]-]6].
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1. Introduction

J.L. Massey in the paper [1] considered the problem of guessing the value of real-
ization of a random variable X by asking questions of the form: ”Is X equal to x?”
until the answer is ” Yes”.

Let G (X) denote the number of guesses required by a particular guessing strat-
egy when X =z .

Massey observed that E (G (X)), the average number of guesses is minimized
by a guessing strategy that guesses the possible values of X in decreasing order of
probability.

We begin by giving a formal and generalized statement of the above problem by
following E. Arikan [2].

Let (X,Y) be a pair of random variable with X taking values in a finite set
X of size n,Y taking values in a countable set ) . Call a function G (X)) of the
random variable X a guessing function in X if G : X — {1,...,n} is one-to-one.
Call a function G (X | Y) a guessing function for X given Y if for any fixed value
Y =y,G(X | y) is a guessing function for X . G (X | y) will be thought of as the
number of guessing required to determine X when the value of Y is given.

The following inequalities on the moments of G (X) and G (X |Y') were proved
by E. Arikan in the recent paper [2].
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Theorem 1. For an arbitrary guessing function G (X) and G (X |Y) and any
p > 0, we have:

E(GX)")>1+1nn)"

1+p
Z Px (x ] (1)

reX

and

E(GX|Y))>1+hn)">

yey

1+p
ZPXY :E y ] (2)

reX

where Pxy and Px are probability distributions of (X,Y) and X, respectively.

In paper [6], S.S. Dragomir and J. van der Hoek have proved the following result
for the moments of guessing mapping:

Theorem 2. Assume that Py :=max{p; |i=1,...,n} and
P, :=min{p; | i=1,...,n} and Py # P,,. Then we have the estimates:

Gy (n) [P !+ ey (L= nP)"™

< E(GX)) <Gy () [Pan™ 4 gty (nPyr - 17

P,

s

for p > 1, where Gy, (n) := i‘;(ﬁ) and Sy (n) :==

1=1

Corollary 1. With the above assumption, we have:

E(G (X))

<
1 1 —Py Pyn +2P]\/[n 1
S 2 (1 + n) P]\/[ P

1 P, P]\/[n —2nP,,+1
2 (1 + ) Py — Py,

For other estimations of F (G (X)) see the papers [4] - [6].

The main aim of this paper is to point out different estimations of the moments
E (G (X)?) by the use of some new inequalities for arithmetic means which will be
pointed out in the next section.

2. Some analytic inequalities

We shall start with the following lemma of ” summation by parts” which is well
known in the litarature (see for example [7, p. 26]):

Lemma 1. Let a;,b; € R (i =1,..n) and denote Aa; := a;y1 —a; (i =1,...,n).
Then we have the inequality:

n—1 n—1
Z blAﬁl = anbn - Clel - Z a;i+1AbfL'. (3)
=1 =1

The following corollary holds:
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k
Corollary 2. Ift;, zz €e R (i=1,...n) and T, = > t;, To :=0 (k=1,...,n),
i=1
then we have the identity:

i=1 i=1

Now, let us consider the arithmetic means:

A, (p,x) = Ztixi where p; > 0 and Zpi =1,

=1 =1

A, (g, 2) = Zqixi where ¢; > 0 and Z% =1

=1 =1

and z = (z;),_1; .z €R (i=1,...,n).
We are interested here to establish some estimations for the difference A,, (p, z)—
A, (g, z) in terms of p, ¢ and z.

Theorem 3. With the above assumptions for the sequences p;. qi, ; (i =1,...,n)
we have the inequality:

max |x1+1 — Z |P; — Qi ,

i=1,n—1 1 1

= (Z|P’L_Q’L|S> (Z|x’t+1_'rl|> ,%+%:1,1<S<OO,
nllax |Pi — Qi Z |Tit1 — il
1= 1=1
where

P = Zpk and Q; == qu forie{l,...,n}.
k=1 k=1

Proof. Using the identity (4) we have :

3

Tn (pi_Qi) Z(P Q)Aﬂﬁi

7=1

_ |P Qil |ziv1 — 4.

K3

n
Z (p’L - (h) Ty
'L':l

n

:s
P
—_

(P Qi) A

7=1

Now, let us remark that the first and the last inequality in (5) are obvious.
The second inequality follows by the discrete Holder’s inequality.
We shall omit the details. O
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Corollary 3. With the above assumptions we have that
|An (pa x) - An ($)|

nllax |x1+1—x1| Z ’P n’a
= i=1
< i|$ l T 1 1 (6)
= Z’Pi—_ Z|$z‘+1—$z‘| s T7=1L1<s <00,
=1
_Hllax Pl__’ Z |Zit1 — 4|,
i=1,n

where by A, (x) we denote the unweighted arithmetic mean, i.e.,

1 n
S
n “
=1
Another type of estimation can be found in the following theorem too.

Theorem 4. Under the assumption of Theorem 3, we have

|An (pa x) - Ap (:E) - Xn (pn - Qn>| <

n—1
_ HLXIM(M - q;)] Z | Xl

s
"‘"“”

IN

(2 |A<pi—ql->|5)

max _|.X;| Z 1A (pi — )l ;

i=1,n—1

1 (7)
(Z|X|> Lrl=11<s< o0

=1

where X; is given by

X; = Zxk,i e{l,...,n}.
k=1

Proof. Using the identity (4) we can write :

n—1
)xz =X, (pn _Qn) - ZXzA(p
1=1

n
1=

1

from where we get

and then we have the estimation :

n—1
A (92 2) — An (0,2) — Xo (0n — aa)] < 31X A (s — a5)]
i=1
which, as above, imply the desired inequality (7). O
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Corollary 4. With the above assumption, we have that:

|An (p,) = Ap (2) = X (o — 3)

n—1
max _[Ap;| Y |Xif,
1=1,n—1 i=1

g T (8)
n—1 s n—1 ) 1
(Z|Api|s> (Z|X1|> ,%+%:1,1<s<oo,
i=1 izl

n—1
max [ X;[ Y |Api.
=1

1=1n—1

IN

Now, we state another inequality which is the discrete version of Griiss’ integral
inequality:

Lemma 2. Leta;,b; € R (i =1,...,n) be so that
a<a; <Ab<b;<B

for alli=1,...,n. Then we have the inequality:

1 & 1 & 1 & 1
- Y Y—— - < = _ —b).
- ;:1 a;b; - ;:1 a; - ;:1 bl < 1 (A—a)(B-0) (9)

Proof. For the sake of completeness, we shall give here a short proof (see also [5]) .
We use Griiss’ integral inequality which states that:

If h,g : [a,b] — R are two integrable functions so that m; < g(x) < M,
mo < h(x) < My for all x € [a,b], then we have the estimation:

b b b
ﬁfg(x)h(x)dx—ﬁfg(x)dx~ﬁfh(x)dx

ap,z €[0,1)
g(z) = as,x € [1,2)
amxe[n_l,n]
and
bl,{E S [O, 1)
h(x>: bQ,ZEe [1,2) ,

bp,x € [n—1,n]

then m; = a, My = A, my = b and My = B and obviously
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n
n

/ng(x)dx—Zai,/h(x)dx—Zbi
0

=1 0 =1

and

and the lemma is proved. O
We are able now to point out some different estimations for the modulus of the
difference A,, (p,z) — A, (¢, x).

Theorem 5. With the above assumptions for p,q and X, we have the inequality:

A (p.2) = An(g.0) ~ =) Y - i —a)| (1)
n—1
<"

4
provided that:

0<z; <A foralli=1,...n—1
and
Yy<P—-Q;<T foralli=1,...n—1.

Proof. Choose in Lemma 2

a; ‘= Pl _Q’L;bl = Axl,z = 1, ey — 1.

Then we have:

1 n—1 n—1 1 n—1
n—l;(Pl Ql)Aml__l;(Pl Qz) n_1;A$1

As we have:
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n—1
E Ax; =2, — 11
i=1

and
n—1 n—1
Yo mi—a)wi =) (Pi— Q) A
i=1 i=1

then (see Theorem 3), we get that

n—1
’An (p,x) = An (¢,7) = 577 (w0 — 21) 2 (n=i) (pi — Qi)’
n—1 1 n—1 1 n—1
= ;(Pi—Qi)Aﬂfi—m ;(Pi—Qi)'m ;Aﬂ?i

—

< T T=-7(A-9)
and the estimation is proved.

Corollary 5. With the above assumptions for X and if

y<P-—<T

3| >

then

I
-

n

’&ARM—AM%@—g%@m—m) (n—i) (i — 1)

1=

—

< 2 (F-5)(a-9).
The following theorem also holds.
Theorem 6. Suppose that p, q, x satisfy the condition:
r<X; <X i1=1,...n—1

and

Then we have:

183

(12)

| An (p,2) — An (¢,2) = Xo (Dn — @) + 25 [P —P1 — (@ —@1)] 2. (n—4) a4 |

PR (X —2)(P-9).
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Proof. Let us apply the discrete Griss’ inequality (2.7) for a; := X;, b; =
Api—qi),i=1,...,n—1 to get:

n—1 n—1 n—1
1 1 1
”_1;:1 (pi — qi) ”—1;:1 ”_1;:1 (pi — ai)

1
< Z(X—x)(fb—w).
But
n—1 n—1
S =S,
1=1 1=1

n—1
S Api—a)=pn—Gn—D1+ 0 =pn—p1— (G — 7).
1=1

and then we get:

S XA @) p - (@)Y (D] (14)

But,

n—1
= XN (pi — @) = An (p, ) — An (¢, %) — Xy (Pn — n)
1=1

(see the proof of Theorem 4) and then by (14) we obtain:

A (p2) ~ A (0.2) ~ X (e~ )+ —— (oo~ 21— (30— 02)) 3 (n — )
<P (X —2) (@)
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and the theorem is thus proved. O
The following corollary also holds.

Corollary 6. If x and p satisfy the condition:
r<X; <X i1=1,...n—-1

and

n—1 ~ 5
<t (x-a)(2-9).
3. Applications to the moments of guessing mapping

To simplify the notation further, we assume that the z; are numbered such that x
is always the k' guess with respect to G. This yields

ilppu p > O

=1

Now, if we consider another guessing mapping L, we can write

n

E(LP) = i"pog

=1

where o is a permutation of the indices {1, ..., n} associated with L.
Using the results from Section 2 we can give the following theorems.

Theorem 7. Let G (X) and L(X) be two guessing mappings associated with the
random variable X and E (G (X)"), E(L (X)) (p > 1) their p-moments. Then we
have the estimation:

|E(G(X)") = E(L(X)")]

[nP — (n — 1)F] Z!P oo
n—1

= (HZIIP'—PM!S)I (Z [(i+1)p—ip]l>%

W =
+

o~
I

1,1 <s < o0,

max ’P Pg(l-)’ (n? —1),

i=1,n—1

where P; = 37 pr and P,y = D Po()-
k=1 k=1
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Proof. Let us choose in Theorem 3, q; = p,(;y and z; = i?. As for p > 1 the
sequence x; is convex, we have that (x;41 — ;),_15—7 is increasing, and then

max |z — x5 =nP — (n—1)P.
i=T,n—1

n—1
Also, as xj41 > x;, we have Y |x41 — 23| =nP — 1.
i=1

Now, by the inequality (5) we get (16). O

Remark 1. If we choose p =1, s =1 = 2, then we have the estimation:

n—1
Py |Pi = Py

(G (X)) - E(L(X))| < <n—1>%(_ P— Py (17)
(n 1), max [P = Pogo]

Remark 2. If we choose p =2, s =1 = 2, then we have the estimation:

n—1
(2n —1) 21 |P; = Posy] »

B(6¢0)?) -E(L(x))| < <n1><41;2+4n+3>r(1_ SH PU@P)%, (18)

n2—1) max ’P Pg(l)’
i=1,n—1

Indeed, as a simple calculation shows us that

ng:l[(i+1)2_.}2: ni (20 + 1) —421 +4Zz+n—1

_ 4(71 1)n(2n 1)+4(n 1)n+n 1

(n—1) [2"@;} D 4 on + 1}

- (nfl)(4n272n+6n+3) - (nfl)(4n2+4n+3)
- 3 - 3 :

Another result is embodied in the following theorem.
Theorem 8. With the assumptions of Theorem 7, we have the estimation:

|E(G(X)") = E(L(X)") = Sp(n) (Pn = Po(m) | (19)

n—1
_max |Aps — Ap, )| Z Sp (4) 5

1 n—1 %
(Z !Apl—Apg@y ) (zls;@) Ll o1i<s<oo

1=

IN

Sp (n— 1 ’Apl Apg(i)’ ;
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k
where Sy (k) = >, k=1,..

=1

oM.

The proof is obvious by Theorem 4 choosing x; = i, q; = py@;),7 = 1,...,n. We
shall omit the details.

Remark 3. If we choose in (19) p =1, we get :

26 x) - BL) - " g, ) (20)

wﬁ(mﬂ) %’Api - Apo(i)’

i=T,n—1

n—1
{nn = | Api = Apo |

Indeed, as a simple calculation shows us that:

n—1 n—1 . 1 n—1 n—1
XS = X %—%(ZiHZi)
1=1 1=1 1=1 1=1

. % |:(n71)7%(2n+1) 4 (n;l)n} _ n(n[l)(gn?;l 1)

2n(n—1)(n+1) _ (n—1)n(n+1)
12 6 :

A similar inequality can be pointed out if we choose p = [ = 2 in the second
inequality in (19). We shall omit the details.
Now, if we use Theorem 5, we can state the following theorem:

Theorem 9. With the assumptions from Theorem 7, we have:

S (nil)iinil)(MP,o_mp,U)apzla

where

M, ; := max ’Pl- — Py
i=T,n—1

and

Mpo = min_|P; — Py -
i=T,n—1

Finally, by the use of Theorem 6, we can state another estimation result.
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Theorem 10. With the above assumptions, we have

1S, (n) = Spes (n)

n—1

| E(G(X)") — E(L(X)?) — [Pn = P1 = Pon) + Do) (22)

) (TL) (pn _po(n)) |

(n=1)(Sp(n) = 1)

< 4 ((I)pﬂ - ‘Ppﬂ)
where
(I)p,cr = '*HILXI (Apl - Apcr(l))
and

Ppo = min_(Ap; = Apo(y) -
1=1,n—1
Remark 4. In all previous results we have compared the moments of two guessing
mappings G (X) and L (X) and obtain estimations in terms of the corresponding

probabilities p; (pg(l-)) (i=1,...,n).
In papers [4]-]6], S.S. Dragomir and J. van der Hoek obtained among others some

n—1
estimations of moments of guessing mapping E (G (X)) in terms of S, (n) := >_ 7

i=1
and the probabilities Py := max{p; | i =1,...,n} and P, ;= min{p; | i =1, ...,n}.
Let us recall only one of them:

Theorem 11. With the above assumptions we have :

< n(n? —1)

>~ 4 (PM_Pm)- (23)

EGX)) - 15,0

Remark 5. If we put in (23) p =1, we get

B - <2y ).
If we choose p = 2, we get
’E (G(X)Q) (n+ 1)((5271—1- 1)’ - n(n24— 1) (Py— P

and, finally for p = 3, we obtain:



NEW ESTIMATES FOR THE MOMENTS OF GUESSING MAPPINGS 189

n(n3 — 1)
4

n(n+1)>°
4

E (G (X)3) - < (Par — Pry).

In this way, if we apply Corollary3, we can obtain the following estimation
result:

Theorem 12. Let G (X) be an arbitrary guessing mappig for the random variable
X and p > 1. Then we have the estimation

n—1
P — (=17 'S | P - 4],
i=1
< n—1 s % n—1 ! T
= (Z]R—%]) (Z[(z+1)p—ip]> Lrli=l1<s<o
i=1 _ i=1
max Pl—%’(np—l).
i=T,n—1

n—1
IEEE]]
+1 n— 3
PE) -y < wt (S m-4r)
n—lljl_max ’Pl—%’

Remark 7. If we choose p =2, s =1 =2, then we have

(n—12!

’E(G(X)Q) - WI < [(n D(an*an+s) ] (

(n —1 ma

w3 |s

3|@
\_/
W=

Similar results can be obtained, if we are going to apply the other results em-
bodied in Corollaries4, 5 and 6. We shall omit the details.
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