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Original scientific paper

In the Internet of Things, wireless sensor networks (WSN) is in charge of gathering and transferring environment
data. It is an essential work to mine data semantic in WSN in the data derived from sensors to improve the WSN.
This paper proposes the Data Association Network of sensors (DAN) to organize the mined association semantic
relations among sensors into an effective form. Because DAN holds the rich data semantic of WSN, it can improve
WSN in some aspects, such as detecting the abnormal sensors, simulating the data of faulty sensors, or optimizing
the topology of WSN. Experimental results show that the proposed method can mine the associated relations among
sensor nodes effectively, and the DAN is helpful in solving some problems of WSN.
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Izgradnja podatkovne mreže senzora u Internetu stvari. Govoreći o Internetu stvari, bežična mreža senzora
(WSN) ima ulogu prikupljanja i slanja podataka o okolini. Osnovni je zadatak analizirati semantiku podataka u
WSN-u u podacima dobivenim sa senzora u svrhu unaprije�enja bežične mreže senzora. U ovom radu predloženo
je mrežno udruženje podataka (DAN) sa senzora u svrhu organiziranja analiziranih udruženja semantičkih relacija
izme�u senzora u djelotvorne forme. S obzirom da DAN sadrži dosta semantičkih podataka s WSN-a, može
unaprijediti WSN u odre�enim aspektima kao npr. detekcija neispravnih senzora, simuliranje podataka sa senzora u
kvaru ili optimiziranje topologije WSN-a. Eksperimentalni rezultati pokazuju da predložena metoda može efektivno
analizirati udružene relacije izme�u senzorskih čvorova te da je DAN korisno u rješavanju odre�enih problema
WSN-a.

Ključne riječi: rudarenje podataka u internetu stvari, udruženje podataka senzora, mrežno udruženje podataka sa
senzora

1 INTRODUCTION
The Internet of Things (IoT) has rapidly developed and

changed people’s life greatly recent years [1][2]. Radio
Frequency Identification (RFID) & Wireless Sensor Net-
work (WSN) are the most important technologies of IoT
[3]. WSN consists of spatially distributed autonomous sen-
sors to monitor physical or environmental conditions, such
as temperature, sound, pressure, etc. and to cooperatively
pass their data through the network to a main location [4].

Sensors in WSN belong to two types of relations: one
is the adjacent relation of physical location, and the other
is the topology relation of data transfer. In WSN, when
sensors are fixed in location, adjacent relations among sen-
sors are static. When sensors are mobile, adjacent relations
among sensors are dynamic. Different data transfer proto-
cols may make a sensor send its data to different target
sensors, which leads to different topologies of WSN, vary-
ing from a simple star network to an advanced multi-hop

wireless mesh network[5][6].

There are already many works on WSN [7], such as the
organization of WSN, the data transfer protocol of WSN,
and so on. These works mainly focus on the physical lo-
cation relation or the data transfer protocol relation, which
cannot solve some special problems in WSN. For exam-
ple, when a sensor cannot work, a direct idea is to simulate
its data with the data of its neighbors of physical or proto-
col location. However, two neighbors of physical location
may have a big difference in data. In Figure 2, the sensor
nodes S#8 and S#54 are very near in physical location, but
the value of them are quite different. The reason is that S#8
and S#54 are deployed in two independent rooms; the envi-
ronments of the two rooms are quite different which leads
to the difference between the data of two sensors. So, two
neighbor sensors in physical location cannot replace each
other in some situations. Specially, in mobile WSN, ad-
jacent relation between sensors is dynamic, and it is more
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difficult to find neighbor sensors to simulate the sensor.
Therefore, we need to mine the association relation be-

tween sensors from sensor data. This relation is based on
the statistics from the sensor data in WSN, which has no
relevance with the physical location and protocol network.
If two sensors have data relationships, they can replace
each other in most cases.

There are some works concern analyzing data of sen-
sors or mining the correlation from sensor data. However,
these association relations are independent. If we could in-
tegrate all these associations, the more valuable semantic
can be minded. We method is using Data Association Net-
work of sensors (DAN) to organize the association seman-
tic between sensors into an effective form. Because DAN
holds the data semantic of WSN, it can improve WSN in
some aspects. For example, we can find the abnormal sen-
sor nodes according to the associated sensors; we can ver-
ify the data sent by a sensor according to its associated sen-
sors’ data; we can also reduce the redundant sensor nodes
and optimize the deployment of sensors with the support-
ing of data association network.

So the mainly works of this paper are mining the data
association relation from sensor data, building the data
association network(DAN) for WSN, and exploring their
help to WSN.

The data set used in this paper is the data collected
from 54 sensors deployed in the Intel Berkeley Research
lab. The data set consists of 2 million of records, the phys-
ical locations of all sensors, and the protocol connection of
all sensors.

This paper is organized as follows. In section 2, the
data association between sensors are defined and mined.
In section 3, the Data Associated Network of sensors is
defined and the building of DAN is discussed in detail. In
section 4, three applications of DAN are shown to prove
DAN is helpful to WSN. Some experimental results are
presented in section 5. We introduce the related work in
Section 6. Finally, we conclude in Section 7.

2 DATA ASSOCIATION BETWEEN SENSORS

In this section, we first analyze the different types of
relations between a pair of sensor nodes in IoT. And then
the definition of Data Association between Sensors is pro-
posed. At last, how to mine the data association between
sensors is discussed.

2.1 Relations between Sensors

a) Physical Location Relevancy (PLR)
The physical locations of sensors determine the relation

between sensors. If two nodes are physical adjacent, they
are called physical location relevancy.

For example, in Figure 2 the sensor nodes S#8
and S#54; S#8 and S#9; S#8 and S#4 are PLRs.
According to the distance among them in Figure 2,
we know that PLR(#8,#9) ≈ PLR(#8,#54) and
PLR(#8,#54) > PLR(#8,#4).

In general, physical neighbors are more likely to be
connected in WSN and to gather similar data from envi-
ronment. As well, it’s not always true and there are certain
exceptions to this case.

b) WSN Protocol Relevancy (WPR)
In WSN, based on its protocol, some sensors will con-

nect and transfer data to each other. This connection be-
tween two sensor nodes is called protocol relevancy. In
general, considering to the power of sensors, the neighbors
of PLR are more likely to have the WSN protocol rele-
vancy.

The data set has aggregated connectivity data av-
eraged over all time. The probability of a message
from a sender successfully reaching a receiver can de-
scribe the protocol relevancy. For example, in the
data set, WPR(#8,#4)=0.258, and WPR(#8,#54)=0.584.
WPR(#8,#54) is bigger than WPR(#8,#4) obviously.

c) Data Semantic Relevancy (DSR)
If the data provided by two sensors have relevancies,

such as the same trend of changing, the similarity of values,
the similar probability of changing, and so on, they are data
semantic relevancy. When one sensor node goes wrong, it
can be simulated by the nodes of DSR approximately.

Generally speaking, when two sensors of the same ver-
sion are put into a same environment, the data they gath-
ered will be very same. With the increasing of distance
between them, the data they gathered may be more dif-
ferences. But this case is not always true. It is also
influenced by other facets. For example, in Figure 2,
PLR(#8,#54) > PLR(#8,#4) is due to that the dis-
tance between sensor node pair (#8, #54) is smaller than
that of node pair (#8, #4). However, Figure 1 shows that
DSR(#8,#54) < DSR(#8,#4)and the detail analysis
is as follow.

We randomly select three hundreds of timeslots, and
then the sampled data of sensors #4, #8 and #54 at the se-
lected timeslots are gotten respectively from the data set.
Figure 1-(a) shows the comparison between the data of
nodes #4 and #8. The delta line shows the difference of
the sample data. The changing trend of the two sensor
nodes is accordant. To evaluate the similarity of chang-
ing trend, we calculate the correlation coefficient of each
pair of sensors. The correlation coefficient between #4
and #8 is 0.993283. Figure 1-(b) shows the sampled data
of sensor #8 and #54 and this pair of sensors also have
the same changing trend. The correlation coefficient be-
tween #54 and #8 is 0.992230. That is to say both (#8,#54)
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(a) Sensor #8 and Sensor#4

(b) Sensor #8 and Sensor#54

Fig. 1. The data relevancy between sensors.

and (#8,#4) are accordant. However the difference be-
tween sensors (#8, #54) is much bigger. So the conclu-
sion DSR(#8,#54) < DSR(#8,#4) can be made. Af-
ter checking the room map in Figure 2, we find that there
exists a wall between #8 and #54, which makes the two
sensors be in different environment. Although the distance
between them is small, the data they gathered are lower in
Data Semantic Relevancy than (#8, #4).

The above analysis shows that the Data Semantic Rel-
evancy is related to the Physical Location Relevancy and
WSN Protocol Relevancy, but it is not entirely due to these
two factors. It needs to consider many factors at same time
and mining the data relevancy from sensor data.

2.2 Definition of Data Association between Sensors

Association Rules (AR) are widely used in various ar-
eas such as telecommunication networks, market and risk
management, inventory control etc. For example, in text
data mining, association rules are the frequent patterns in a

text set which satisfy the predefined minimum support and
confidence. The association of two texts can be calculated
according to the mined ARs.

In WSN, the meaning of association between a pair of
sensors is quite difference. Generally speaking, the asso-
ciation between two sensors describes how relevant they
are. The precise meaning of association is determined by
its application.

In the scenarios shown in the introduction section, such
as finding the replaceable sensors, the data association be-
tween sensors can be defined as,

Definition 1 (Data Association between Sensors)
Data Association between Sensors DAS means two sen-
sors are relevant in the changing of data, denoted
asDA(X,Y ).

DA(X,Y ) = αcXY + βpXY + γdXY (1)

where cXY is the correlation coefficient of two sensors
data, pXY is the probability of simultaneous data chang-
ing, dXY is the difference between the values of sensors.

The detail definitions of cXY , pXY , dXY are repre-
sented in(2),(3), and (4) respectively .

The degree of DSA is influenced by the following con-
ditions:

1. High correlation coefficient (HC). The correlation co-
efficient between the data of two sensors should be
big enough. Satisfying this condition can ensure that
two sensors have the same trend of data changing
macroscopically.

2. High probability of simultaneous data changing (HP).
This condition can ensure two sensors are the same
trend of data changing in microcosmic.

3. Small difference between the values of sensor data
(SD). This condition can ensure the data of two sen-
sors are nearly equal in the values.

In Figure 1, conditions 1 and 2 make two lines are sim-
ilar in the shape. And condition 3 makes two lines are near
enough.

2.3 Mining Data Association between Sensors

According to the definition of Data Association be-
tween Sensors, the Data Association is determined by three
parameters.

1) Correlation coefficient of two sensors data (cXY ).

Each sensor can be considered as a variable, and the
sampled data on different timeslots are the values of the
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variable. So the correlation coefficient can be used to eval-
uate the association in one aspect. The correlation coeffi-
cient of two sensors can be computed as the follow equa-
tion.

cXY =
cov(X,Y )

σXσY

=

∑n
i=1(Xi −X)(Yi − Y )√∑n

i=1(Xi −X)2
√∑n

i=1(Yi − Y )2

(2)

where X ,Y denote a sensor respectively, covdenotes the
covariation, σX and σY are standard deviations, nis the
number of sampled times.

2) Probability of simultaneous data changing (pXY )
The simultaneous data changing of sensors means the

sampled data of two sensors changes in a same timeslot. In
all the sampled timeslot, the probability of the simultane-
ous data changing of sensors X and Y can be computed by
the following equation.

pXY =
n

N
(3)

where N is the total number of sampled timeslots, n is the
number of timeslots where both X and Y obviously change.
The obvious changing is evaluated by the ratio of chang-
ing, denoted as ∆X

X . Set the threshold isα, ∆X
X > αand

∆Y
Y > αshould be satisfied.

3) The difference between the values of sensors(DXY )
The difference between the values of sensors describes

the similar level of the two sensors. It can be computed by
the average of the data differences of each

DXY =
1

n

n∑

i=1

|Xi − Yi| (4)

3 DATA ASSOCIATION NETWORK OF SENSORS

Section 2 defined the data association relation between
two sensors and proposed the method to mine the degree of
association relation. Using the proposed method, the asso-
ciation of any pair of sensors can be calculated. However,
these association relations are independent. If we could in-
tegrate all these associations, the more valuable semantic
can be minded.

In our previous work[16], association link network
(ALN) is proposed to organize the association semantic re-
lations among webpages. In this paper we employ the form
of ALN to organize the data association relations among
sensors as Data Association Network (DAN). Beside the
two networks have the same form; they are quite different
in the meaning, building, and applications.

In this paper, the WSN is discussed in different views
and three kinds of network of WSN appear in this paper.
For the convenience of discussion, we distinguish the three
kinds of networks here.

(a) Physical Location Network (PLN) records the phys-
ical location of sensors in WSN. In PLN, each node
denotes a sensor, and each edge records the physic dis-
tance of a pair of sensor nodes. In fixed location WSN,
the coordinate of each sensor is known, and it is an
easy job to compute the distances.

(b) Data Protocol Network (DPN) records the adjacent re-
lations of sensor nodes that transfer data to each other
in WSN. If two sensors transfer data in WSN, they are
adjacent and there is an edge between them. In DPN,
each node denotes a sensor, and each edge denotes the
adjacent of a pair of sensors. The weight of each edge
is the probability of successfully linking between these
two nodes.

(c) Data Association Network (DAN) records the data
relevancy among sensors as defined in Definition 1,
which is mainly discussed in this paper.

3.1 Definition of Data Association Network of Sen-
sors

Definition 2 (Data Association Network of Sensors)
Data Association Network of Sensors DAN is an undi-
rected graph, in which the node represents a sensor, the
edge refers to the data association relation between two
sensors, and the weight of edge denotes the strength of the
data association relation. It can be denoted by

DAN = {si|si ∈ S; (si − sj)| asi−sj > δ} (5)

where Sis the sensors set of DAN; si − sj is an edge
between sensor siand sensor sj; asi→sj denotes the asso-
ciation weight of edgesi − sj; δis the threshold of the
weight of edge. Only those edges whose weights are bigger
than δcan be reserved.

Generally all the edges are stored in an adjacency ma-
trix, denoted by

DAN =




a11 · · · a1m

...
. . .

...
am1 · · · amm


 (6)

According to the application of DAN in WSN, DAN
should satisfy the following rules, which are the basis of
building DAN.
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Rule 1 Isolated nodes in DAN should be as few as pos-
sible.

The isolated node means there are no data association
nodes with it in WSN, and it cannot be monitored by its
data associated neighbors.

Rule 2 DAN should have an appropriate network den-
sity.

Low network density means each node in DAN has few
neighborhoods, which may lead to a bad result of being
hard to find a data relevant node to replace the node out of
work. Contrarily, high network density means too many
neighborhoods, which may lead to the high complexity of
networks and lacks of focus when deal with the neighbors.

Rule 3 DAN should be a balance network in density
distribution.

The appropriate network density of DAN does not
mean each part of the DAN has the appropriate network
density. The bad case is some parts of the DAN have high
density and some parts of the DAN have low density, but
the average density of the entire DAN is appropriate. So
the balance network in density distribution ensures each
part of the network has the similar density.

Therefore, according to above three rules, the ideal
DAN is a random network but not a scale free network,
and each sensor has a number of data association neigh-
bors. But the topology of DAN is influenced by the actual
environment and the follow work is to build a DAN of bet-
ter topology.

3.2 Building the Data Association Network of Sensors

The simply method to build the DAN is all pairs algo-
rithm which needs calculate the association between each
pair of sensors. When the quantity of sensors is too much
or the time for calculating is too limited, all pairs algorithm
cannot be used for its high complexity.

This section discusses how to build the DAN with low
complexity of algorithm and satisfying the three rules of
DAN.

3.2.1 Reducing the number of computing

Referenced to all the sensors, the phenomenon of data
association is observed in part of sensors, so it is no need
to compute between all pairs.

The data association of two sensors is related with the
physical location and protocol relation, but it is not totally
dependent on these two factors. If taking the PLN and
DPN as the background knowledge for building the DAN,
the computation between sensor pairs can be limited to a
local scope in PLN or DPN with few nodes.

Supposing that there is a special sensor Si, and its PLN
neighbors denoted as NPLN,

NPLN = {v|D(s, v) < α} (7)

Its DPN neighbors denoted as NDPN,

NDPN = {v|T (s, v) < β} (8)

Then the candidate neighbors of Si in DAN is

N = NPLN

⋃
NDPN (9)

The computing of data association of node Si is only
need to do in the candidate neighbors, which is far fewer
than the total number of nodes in DAN.

3.2.2 Reducing the number of isolated nodes in DAN

According to Rule_1, the number of isolated nodes
should be as few as possible. When building DAN, a
threshold of the weight of edge is set to determine if an
edge should be reserved in the network. Normally, the
threshold is fixed. A node becomes the isolated node when
the weights of all its edges are smaller than the thresh-
old and no edges are reserved. In this condition, we can
decrease the threshold for this node in order to reserve a
number of edges for it.

It is an available method that using dynamic threshold
mechanism to reduce isolated nodes. Dynamic threshold
mechanism can be realized in different methods. Here we
use cycle process testing method to control the threshold.
The basic idea of the method is as follow:

Supposing that the threshold to control entire network
is t, if the degree of this node is zero, decrease the threshold
t to λt(0 < λ < 1), repeat this process until the degree is
bigger than zero.

Another cause for generating isolated nodes is when the
edges are zero, which means these nodes are really isolated
and have no need to be dealt with.

3.2.3 Controlling the density distribution of DAN

According to Rule_2 and Rule_3, DAN should be a
network with appropriate density and degree distribution
balance.

Based on the definition of graph density, the network
density of DAN is defined as follow. Definition 3 (Net-
work Density) Network Density ND is the radio of the
actual number to the maximum possible of edges. ND de-
scribes the density of edges and be denoted as
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ND =
l

n(n− 1)/2
(10)

where n is the number of nodes in DAN, l is the actual
number of edges in DAN.

Network density describes the number of edges macro-
scopically and can’t ensure every part of DAN has the ap-
propriate network density. Therefore, the network should
be evenly distributed. There are several definitions and
methods of network balance degree. In this paper, with the
consideration of the complexity of algorithm, we use the
mean square error of the degrees of nodes to describe the
network balance degree. Definition 4 (Network Balance
Degree) Network Balance DegreeNBD means square er-
ror of the degrees of the nodes and be denoted as

NBD =

√√√√ 1

n

n∑

k=1

(xk − x)2 (11)

where n is the number of nodes in DAN, xkis the kth
node’s degree, x is the average degree of all nodes.

That the NBD value of DAN is small means the net-
work is more balanced.

3.2.4 DAN building algorithm

Considering to the above factors, the algorithm to build
DAN is shown in Algorithm 1.

Algorithm 1 takes the PLN and DPN as the background
knowledge, which can effectively decrease the time com-
plexity of algorithm. And the final DAN satisfies the three
rules of DAN. The effect of the algorithm will be evaluated
by the experiments in Section 5.

4 APPLICATIONS

DAN records the data association relation of sensors,
which is helpful to WSN and there are many applications
based on DAN. To prove the conclusion, we will discuss
three examples of the DAN applications.

The first application is to detect the abnormal sensors
and the second is to simulate the faulty sensor. Both of
them use the part of knowledge of DAN.

The third application is to optimize the distribution of
sensors, which uses the macroscopic knowledge of DAN.

4.1 Detect the abnormal sensor

In WSN, it is easy to find that a sensor does not work
when it does not send any data. It is also easy to find an ob-
viously abnormal sensor when it sends an abnormal value
beyond the reasonable scope. For example, when the value

of a temperature sensor is 100◦C, it will attract the atten-
tion of manager. However, it is not easy to find the small er-
ror of sensor. Based on the knowledge proposed by DAN,
it is possible to find the abnormal sensor with small error
which can’t be noticed by human.

Supposing that the threshold to control entire network
is t, if the degree of this node is zero, decrease the threshold
to λt(0 < λ < 1), repeat this process until the degree is
bigger than zero.

DAN holds the knowledge of the association relation
among sensors. In DAN, the neighbors of a sensor are the
data association sensors. In normal condition, the changes
of data of these association sensors are relevant according
to the association weight. This phenomenon reflected in
the DAN is the topologic of these sensors relatively stable
with the time changing. If a sensor is abnormal, the asso-
ciations with its neighbors are changing which leads to the
changing of the topology of DAN. It is to say simply that
its neighbors will change or the association weights with
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its neighbors are obviously changing.

Therefore, monitoring the topological or the weight of
the edge of DAN is an available way to detect the abnormal
sensors. But the threshold of the standard to judge a sensor
is abnormal is related to the special type of WSN.

The effect of the application is proved in the Experi-
ment 2 in section 5.3.

4.2 Simulate the faulty sensor

Another application of DAN is to simulate the data of
the sensor when it is out of work and there is no redundant
sensor for it.

In DAN the neighbors have the data association rela-
tion, and the data of the faulty sensor can be simulated by
the data of associated neighbors approximately.

Simple; the similar of data of two sensor is increase
with the increasing of the weight of association between
two sensors. But when a sensor has several neighbors and
each neighbor has different weights of association, how to
simulate the data according to the neighbors is more com-
plex.

Here, we can use the weighted average values of neigh-
bors as the simulation value.

VSk =
1

n

n∑

i=1

VSi ∗W(Si−Sk) (12)

where Skis the error sensor, Si is theith neighbor of
Sk. V is the value of sensor, nis the number of neighbors,
W(Si−Sk)is the association weight between sensor Siand
Sk.

The effect of the application is proved in the Experi-
ment 3 in section 5.4.

4.3 Optimize the distribution of sensors

In WSN, the number of sensors and the physical loca-
tion of each sensor are determined by the scenario of the
application. In the implementation of WSN, in order to
improve the reliability of WSN, certain quantities of redun-
dant sensors are added to WSN.

As the application in section 4.2 shows, a sensor can
be simulated by its associated sensors. So the redundant
sensors could be reduced.

The optimization of WSN is a complex task, because
the optimization is concerned in the three networks of
WSN, PLN, DPN and DAN. In this paper, we only give
some advices for optimization by hand according to the
analysis of DAN, while the automatic optimization algo-
rithm is our ongoing work and will be discussed in the next
paper.

1) Redundant Degree
A sensor can be simulated by its associated neighbors

does not mean it can be removed directly, because when
the sensor is removed, the topology of the DAN will be
changed. Only when the removing of a sensor does not
influence the topologic of DAN, it can be removed.

The redundant degree describes how many sensors can
be removed, which is defined as the ratio of the number of
removable sensors and the total number of sensors.

2) Candidate redundant sensors
Checking all the sensors, the candidate redundant sen-

sors are composed of all the removable sensors. It should
be noted that when a sensor is combo sensors, it need con-
sider of several DAN together.

For example, in the data sets this paper used, each sen-
sor can gather humidity, temperature, light and voltage val-
ues; there is a DAN for each value. By the influence of
environment each DAN have its own candidate redundant
sensors. A sensor can be removed only when it is remov-
able in each DAN.

5 EXPERIMENTS
5.1 Data Sets

The data sets used in this paper is “Intel Research
Berkeley Sensor Network Data” which can be downloaded
from the database group at MIT [17]. Here we first thank
the people who contribute to the data set. They are Peter
Bodik, Carlos Guestrin, Wei Hong, Sam Madden, Mark
Paskin, and Romain Thibaux .

This dataset contains the information collected from 54
sensors deployed in the Intel Berkeley Research lab be-
tween February 28th and April 5th, 2004.

Mica2Dot sensors with weather boards collected time
stamped topology information, along with humidity, tem-
perature, light and voltage values once every 31 seconds.

The sensors were arranged in the lab according to the
diagram shown in Figure 2.

5.2 Experiment 1: Building the DAN
Algorithm 1 is used to build the DAN, and it takes the

PLN and DPN as the background knowledge, which can
effectively decrease the time complexity of algorithm.

There are 54 nodes in the data set. All pairs algorithm
needs 1548 times of association degree computing. Us-
ing the background knowledge, the average size of candi-
date set is 4.6, which means a sensor has 4.6 neighbors
in PLN and DPN. The proposed algorithm only computes
248 times and the increasing is 82.9%.

Figure 3 is the final DAN of temperature sensors and
Figure 4 is the final DAN of light sensors. The two figures
show that the topologies of the two DANs satisfy the rules.
Both of the networks are density balance. Figure 4 has
more isolate nodes than Figure 3, which is determined by
the characteristic of different sensors.
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Fig. 2. The Sensor Deploy Map in the Intel Berkeley Research Lab

Fig. 3. The result DAN on temperature sensors

5.3 Experiment 2: Detecting the abnormal sensor

In this experiment, fifteen sensors are randomly se-
lected from DAN of light sensors, and the results are the
average of all the selected sensors. The experimental re-
sult of the relations between the abnormal sensors and the
changing of DAN are shown in Figure 5.

Figure 5-(a) shows the relation between the changing
of neighbors and the probability of the sensor being abnor-
mal. The abscissa N is the number of the changed neigh-
bors, and the ordinates P is the probability of a sensor be-
coming abnormal.

Figure 5-(b) shows the relation between the changing
of the association with its neighbors and the probability of

Fig. 4. The result DAN on light Sensors

the sensor being abnormal. The abscissa A is the changing
of association value with its neighbors and the ordinates P
is probability of the sensor is abnormal.

From Figure 5 (a) (b), it is obviously that with the
changing of topology of DAN the sensor is more likely
to be abnormal.

5.4 Experiment 3: Simulate the faulty sensor

In this experiment, ten sensors are selected from WSN,
and each sensor is simulated both according to DAN and
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(a)

(b)

Fig. 5. The relation between the abnormality of sensors
and the changing of DAN topology

PLN.
In DAN, the sensor is simulated by Equation (12) . In

PLN, the sensor is simulated by the average of the value of
near sensors. The evaluation result is described by the sim-
ilarity between the actual value and the simulated value.
The similarity is defined as,

s = 1− |V a− V s|
V a

(13)

where V ais the actual value of the simulated sensor,
V sis the simulated value of the sensor, |V a − V s|is the
absolute value of the difference between simulated value
and actual value.

The experimental results are shown in Figure 6, from
which we can see that the effect of DAN method is better
than PLN method. After checking the physical location of
the sensors, we find that when the sensors are influenced by
the surrounding environment, DAN method is obviously
better than PLN method, as shown in Figure 6.

6 RELATED WORK

Recently more and more researchers focus on the min-
ing on sensor network data. The related work to this pa-

Fig. 6. The relation between the abnormality of sensors
and the changing of DAN topology

per includes the organization of the correlated data of sen-
sors, the method to mine the correlated relation from sen-
sor data, and the applications of the correlated data of sen-
sors.

6.1 Mining the correlation from sensor data
Cao et al. [8] proposed a method to mine the data

correlation from multi-faceted sensor data. They trans-
fer high dimensional multi-faceted data into lower dimen-
sional data and detect the correlation among multi-faceted
data. Their method to mine the data correlation is different
with ours. Their work is just to mine the correlation among
sensor data. In our work the correlations is mined to build
the semantic network of all the sensors in higher level.

Gupta et al. [9] proposed the algorithm to exploit data
correlations in sensor data for minimizing communication
costs incurred during data. They select a small subset of
sensor nodes which can be used to reconstruct data for the
entire sensor network. In our method, the correlations are
mined to build the Data Association Network (DAN). The
same subset of sensor nodes can be also gotten from DAN
and DAN can be used in more applications.

Safarinejadian et al. [10] proposed a distributed varia-
tional Bayesian algorithm for density estimation and clus-
tering in sensor networks. It can be seen as a clustering
method based on the density of sensor data. Their work is
different with ours. We also use the density in our method,
but it is a parameter to control the topology of Data Asso-
ciation Network.

There are still many other methods for mining the cor-
relation from sensors data [11][12][13]. Besides the min-
ing methods are different, the purposes of these methods
are seldom to build the semantic network of the sensor.

6.2 Organizing the correlated data of sensors
Jindal et al. [14] proposed a model to organize the spa-

tially correlated sensor network data. Their work is similar

AUTOMATIKA 54(2013) 4, 459–470 467



Building the Data Association Network of Sensors in the Internet of Things X. Wei, Q. Li, F. Ye, J. Zhang, R. Bie

with ours. Both of us concern the organization of corre-
lated sensor data. But the models are different, their mode
is based on Markovian and our model is based on semantic
link network.

Bhattacharya et al. [15] proposed the method to model
the high-level semantic events from low-level sensor sig-
nals. The model of sensor data is also different with ours.

Luo et al. proposed the association link network
(ALN) to organize the semantic relation of webpages
[16],[18],[19],[20]. Liu et al. proposed the community dis-
covery method which can be used to find the related nodes
in ALN [21][22]. The Data Association Network (DAN)
in our work has the similar structure with ALN. But there
are different in the building methods and the application
domains.

There are still many other methods for organizing the
correlated data of sensors. But few of them model the sen-
sors in semantic network and used it to improve the WSN.

7 CONCLUSION

This paper analyzes WSN from the view of data rela-
tions, mines the data semantic relation between two sen-
sors from sensor data, builds the Data Association Net-
work of sensors (DAN). DAN has the semantic of the WSN
which can improve WSN in some aspect. The experimen-
tal results show that the proposed method can mine the as-
sociation relations among sensor nodes effectively, and the
DAN is helpful in improving WSN.

Our contributions of this paper are as follows

1. Proposes a method to mine the data association re-
lation between sensors from sensor data, which can
mind the association relations among sensor nodes ef-
fectively.

2. Proposes Data Association Network of sensors
(DAN) to organize the independent association se-
mantic into an effective form.

3. Proposes an algorithm to build DAN, which has low
complexity and can ensure the final DAN is a balance
network in density distribution.

4. Uses DAN to solve some problems of WSN, which
can improve WSN in some aspect.

The automatic optimization algorithm of WSN is our
ongoing work, and the future work is to analyze DAN to
get the useful knowledge to improve WSN.
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