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In recent years we witness the advent of the Internet of Things and thewide deployment of sensors in many
applications for collecting and aggregating data. Efficient techniques arerequired to analyze these massive data
for supporting intelligent decisions making. Partial differential problemswhich involve large data are the most
common in the engineering and scientific research. For simulations of large-scale three-dimensional partial dif-
ferential equations, the intensive computation ability and large amounts of memory requirements for modeling are
the main research problems. To address the two challenges, this paper provided an effective parallel method for
partial differential equations. The proposed approach combines the overlapping domain decomposition strategy
and the multi-core cluster technology to achieve parallel simulations of partial differential equations, uses the fi-
nite difference method to discretize equations and adopts the hybrid MPI/OpenMP programming model to exploit
two-level parallelism on a multi-core cluster. The three-dimensional groundwater flow model with the parallel
finite difference overlapping domain decomposition strategy was successfully set up and carried out by the paral-
lel MPI/OpenMP implementation on a multi-core cluster with two nodes. The experimental results show that the
proposed parallel approach can efficiently simulate partial differentialproblems with large amounts of data.

Key words: Data processing, Domain decomposition method, Hybrid programming model, Multi-core clusters,
Finite difference method

Učinkovita metoda paralelnog rǎcunanja za obradu velike kolǐcine podataka prikupljanih senzorom.
Posljednjih godina svjedočimo dolasku tzv. interneta stvari i širokoj uporabi senzora u raznim primjenama priku-
pljanja i objedinjavanja podataka. Učinkovite metode su potrebne za analizu velike količine podataka u svrhu
podrške inteligentnom odlučivanju. Parcijalno diferencijalni problemi koji uključuju veliku kolǐcinu podataka su
gotovo uobǐcajeni u inženjerstvu i znanstvenom istraživanju. Za simulaciju masovnihtrodimenzionalnih parcijalnih
diferencijalnih jednadžbi potrebne su značajne rǎcunalne mogúcnosti, a potreba za velikom količinom memorije za
modeliranje je glavni istraživǎcki problem. Za rješavanje oba problema ovaj rad pruža efektivnu paralelnu metodu
za parcijalne diferencijalne jednadžbe. Predloženi pristup kombinira strategiju dekompozicije preklapajućih dom-
ena i tehnologiju višejezgrenih klastera za postizanje paralelnih simulacija parcijalnih diferencijalnih jednadžbi,
koristi metodu konǎcnog diferenciranja za diskretizaciju jednadžbi te modelMPI/OpenMPhibridnog programi-
ranja za iskorištavanje dvorazinskog paralelizma na višejezgrenom klasteru. Formiran je trodimenzionalan model
toka podzemnih voda sa strategijom dekompozicije preklapajućih domena konǎcnih diferencija. Za izvo�enje je
korištena paralelnaMPI/OpenMPimplementacija na višejezgrenom klasteru s dvačvora. Eksperimentalni rezul-
tati su pokazali kako predloženi paralelni pristup može učinkovito simulirati parcijalno diferencijalne probleme s
velikom količinom podataka.

Klju čne riječi: obrada podataka, metoda dekompozicije domene, model hibridnog programiranja, višejezgreni
klasteri, metoda konačnog diferenciranja

1 INTRODUCTION

The Internet of Things (IoT) has envisioned the interac-
tion and seamless integration of smart things. In this con-
text, smart things communicate with each other, collect and
aggregate data in network for satisfying certain require-
ments of end-users [1]. In recent years, IoT technologies

have been widely used in many applications such as en-
vironmental quality and protection, natural resource man-
agement, groundwater management, farmland and green-
house [2, 3], etc. Among IoT-related technologies, sensor
is one of the most mature and practical technologies. Sen-
sor generates vast amounts of data that need to be stored
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and managed. Data processing is unanimously recognized
as one of the core functionalities of the IoT [3]. Things re-
quire powerful computation ability and storage resources
to handle large-scale applications. In this kind of appli-
cations, efficient parallel techniques for the processing of
sensed data are critical. In this paper we aim to propose
an efficient computation method which is used for improv-
ing the computation efficiency of the intensive computa-
tion problems.

Generally, many practical problems which involve
massive data processing and storage in scientific research
as well as engineering can be described as partial differen-
tial equations. For example, the three-dimensional ground-
water flow problem can be described as a partial differ-
ential equation. Groundwater flow simulations have im-
portant significance for groundwater flow pollution control
and rational use of water resources in the future. When
managing large-scale groundwater flow equations with nu-
merical discretization methods, the intensive computation
ability and large amounts of memory requirements for
modeling are the main bottlenecks for researchers [4]. In
order to improve computation ability and reduce mem-
ory requirements, parallel computing of partial differen-
tial equations has become an important subject for study-
ing. The domain decomposition method (DDM) has been
proved to be one efficient parallel algorithm and has a
wide range of applications in parallel computing platforms
[5–7]. The basic principle of DDM is that the solution do-
main can be divided into several sub-domains. So solving
the original problem can be transformed into solving the
sub-problems and each sub-problem can be solved inde-
pendently [8]. For solutions of partial differential equa-
tions on large-scale with complex 3D geometries, the do-
main decomposition techniques are natural approaches to
split the problem into sub-problems and sub-problems are
allocated to different processors. The DDM enables one
to reduce both computation costs and the memory require-
ments for storing large amounts of data [9,10].

For intensive computation tasks which involve large
amounts of data, parallel computers provide powerful com-
putation ability. Due to supercomputers’ expensive price
and large power consumption, it is helpful for contributing
the development of multi-core clusters. Since the release
of the first generation dual-core processor by IBM in 2001,
Sun in 2004, and AMD in 2005, more and more cores are
built into a single processor with the development of multi-
core technology [11]. Multi-core architectures are today’s
dominant computing platforms [12, 13]. Parallel architec-
tures and programming models are not independent. Un-
derstanding the characteristics of parallel architectures is
quite important to select the most effective parallel pro-
gramming model. Multi-core clusters can be thought as
the hierarchical two-level parallel architectures, sincethey

combine features of shared and distributed memory [14].
Intuitively, a parallel paradigm that uses memory access
for intra-node communication and message passing for
inter-node communication seems to exploit better the char-
acteristics of a multi-core cluster. Generally, MPI is con-
sidered optimal for process-level parallelism and shared
memory parallel programming paradigm OpenMP is con-
sidered optimal for loop-level parallelism [15]. Combin-
ing MPI and OpenMP parallelization to construct a hybrid
program can achieve two-level parallelism and reduce the
communication overhead of MPI at the expense of intro-
ducing OpenMP overhead due to threads creation [16,17].

Domain decomposition strategy and multi-core clusters
technology promise power for high performance comput-
ing. As a parallel algorithm, DDM is simple to implement
parallel simulations. Because of its efficiency and flexibil-
ity, there is much research [18–23] on DDM for numeri-
cal simulations of partial differential equations. However,
the majority of research is based on non-overlapping DDM
rather than overlapping DDM. Additionally, these studies
adopt the numerical discretization method finite element
method (FEM) which involves a large amount of compu-
tation compared with finite difference method (FDM). The
paper focuses on studying the overlapping DDM because
the overlapping DDM has a better convergence than the
non-overlapping DDM. Each sub-domain uses the FDM
as the numerical discretization method. Since multi-core
clusters are widely used in the high performance comput-
ing and can be thought as the hierarchical two-level paral-
lel architectures, many researchers are dedicated to study
the hybrid MPI/OpenMP programming model which can
exploit the two-level parallelism for architectures of multi-
core clusters. Papers [24–28] introduce MPI/OpenMP pro-
gramming model in all aspects of applications, but they do
not adopt the MPI/OpenMP programming model to imple-
ment the overlapping DDM for partial differential equa-
tions.

The objective of the present work is to develop a par-
allel approach for efficiently dealing with the processing
of large sensed data. This paper combines the overlapping
DDM and the multi-core cluster parallel computing tech-
nology. It uses the FDM to approximate partial differential
equations and adopts the hybrid MPI/OpenMP program-
ming model on a multi-core cluster. The principles of the
proposed parallel approach can be described as follows.
Firstly, the overlapping DDM is used to split the physical
domain into several overlapping sub-domains with equal
size. Secondly, the FDM is adopted to establish mathe-
matical model on each sub-domain. Thirdly, the hybrid
MPI/OpenMP program is proposed for parallel implemen-
tation on a multi-core cluster. Based on the approach, this
paper carried out experiments taking the three-dimensional
groundwater flow equation as an example on a multi-core
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cluster. Numerical experiment results yield the speedup of
about 3.3 when the original problem is divided into four
sub-problems. That means the proposed approach is effec-
tive for parallel simulations of large-scale partial differen-
tial equations.

The paper is organized as follows. Section 2 introduces
the related work on IoT applications, domain decomposi-
tion method and the hybrid MPI/OpenMP programming
model. Section 3 introduces methods of data process-
ing. This section presents the division methods of over-
lapping DDM and the basic features of the FDM. Sec-
tion 4 briefly introduces the architecture of multi-core clus-
ter; the most two important programming models and the
hybrid MPI/OpenMP programming model for multi-core
clusters. Section 5 describes in detail the efficient imple-
mentation of data processing methods. This section pro-
poses a parallel FDM overlapping domain decomposition
strategy for partial differential equations and adopts thehy-
brid MPI/OpenMP programming model to implement the
parallel algorithm on a multi-core cluster. Section 6 starts
with a description of groundwater flow model, describes
the parallel platform used in the study, carries out numer-
ical experiments and discusses the experimental results.
Section 7 gives the conclusions of this paper.

2 RELATED WORK

IoT is an unprecedented technological revolution
which intends to get all the real world items connected to
the network. IoT is likely to have a staggering impact on
our daily lives and becomes an inherent part of areas such
as environmental management, industrial control and wa-
ter resource management [2, 3]. Sensor is one of the most
mature and practical technologies among IoT-related tech-
nologies. It can monitor and transfer various data to the
management system in real time. After standardizing and
storing, these data can be used to compute and provide in-
formation for researchers. Since massive data generated
from sensor technology need to be stored and managed,
data processing is unanimously recognized as one of the
core functionalities of the IoT.

Things require powerful computation ability and stor-
age resources to handle large-scale applications. The DDM
has been proved to be one effective method for provid-
ing powerful computation ability and reducing storage re-
quirements. Because the computations in the sub-domains
are ideally suited for parallel computing, the DDM has at-
tracted more attentions in recent years. Studies have shown
that it provides powerful parallel strategy for partial differ-
ential equations. Paper [18] presented a non-overlapping
DDM for elasticity equations. It used the FEM for ap-
proximation and proved the domain decomposition con-
vergence for elasticity equations. Paper [19] deal with

the parallelization of finite element based Navier-Stokes
codes using domain decomposition. A highly efficient
sparse direct solver PARDISO was used in this study. Pa-
per [20] presented a new non-overlapping domain decom-
position method for the Helmholtz equation. Paper [21]
presented a Robin-Robin non-overlapping domain decom-
position method for an optimal boundary control problem
associated with an elliptic boundary value problem. It
showed the convergence of the sub-domain optimal solu-
tions to the whole domain optimal solutions. Paper [22] de-
veloped an iterative scheme based on non-overlapping sub-
domains and Robin interface conditions for neutron diffu-
sion problems. Paper [23] proposed a two-level scalable
parallel FEM domain decomposition method for numerical
simulation of partial differential equations. Great progress
has been made in DDM for partial differential equations.
However, these papers mainly focus on studying parallel
FEM based on non-overlapping DDM and only for special
class equations instead of general partial differential equa-
tions.

Multi-core clusters are playing increasingly impor-
tant roles in the high-performance computing arena. But
there is no single programming model for multi-core clus-
ters. The hybrid MPI/OpenMP programming model is the
emerging trend for parallel programming on multi-core
clusters. There are many studies on the MPI/OpenMP
programming model. Paper [15] gave a more compre-
hensive analysis of the hybrid MPI/OpenMP approach
based on numerical accuracy and convergence in addi-
tion to presenting the performance of the code on current
multi-core architectures. Paper [16] presented the hybrid
MPI/OpenMP scheme for scalable parallel pseudospec-
tral computations for fluid turbulence. Paper [25] pro-
posed a hybrid MPI/OpenMP parallelization of an FFT-
based 3D Poisson solver. Paper [26] combined the hy-
brid MPI/OpenMP model with adaptive integral method
(AIM) in order to improve the scalability of AIM. Paper
[27] proposed an efficient hybrid MPI/OpenMP algorithm
for coupled Euler–Lagrange simulations. This algorithm
facilitates cavitations predictions for challenging indus-
trial applications. Paper [28] developed a parallel iterative
solver for finite-element methods using an OpenMP/MPI
hybrid programming model on the earth simulator. Al-
though much research has been undertaken on the hybrid
MPI/OpenMP programming model, little work has tried
to use the MPI/OpenMP programming model to achieve
overlapping domain decomposition strategy for parallel
simulations of partial differential equations.

3 ANALYSIS OF DATA PROCESSING METHODS

IoT faces some difficulties which contain massive data
storage and data processing. In order to accurately ana-
lyze large amounts of data obtained from sensors, things
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require powerful computation ability and storage resources
to handle large-scale applications which involve intensive
computation. For tasks with large sensed data, the strategy
of data parallelism provides powerful computation ability
and solves the problem of storage resources. In addition,
data parallelism exhibits a natural form of scalability [29].
DDM is the mainstream of data parallelism. It is an ef-
ficient and flexible parallel algorithm for the large system
of equations arising from the discretization of partial dif-
ferential equations [18–21]. Since numerical discretization
methods are not parallel algorithms, they can achieve par-
allel simulations of partial differential equations by means
of domain decomposition strategy. This section focuses on
the analysis of overlapping DDM and the numerical dis-
cretization method FDM.

3.1 Division methods of overlapping DDM

For problems involve large sensed data, DDM has been
proved to be effective for improving computation abil-
ity and reducing storage requirements. In [30], DDM is
defined as: domain decomposition refers to the process
of subdividing the original problem of a large linear sys-
tem into smaller problems. Since the sub-domains (sub-
problems) can be handled independently, such methods are
very attractive for parallel computing platforms. Gener-
ally there are two main classes of domain decomposition
strategies which depend upon the partition of the origi-
nal domain into sub-domains, which is whether the sub-
domains are overlapping or non-overlapping. The overlap-
ping DDM can be attractive for parallel computing since it
leads to solving only local problems, and performing local
communications between the neighboring sub-domains to
exchange boundary conditions at the domains interfaces.
The main advantage gained from using overlapping DDM
is that it can lead to a better rate of convergence [31]. So
this paper adopts the overlapping DDM.

There are three basic principles when using overlap-
ping DDM to divide calculation domains. The first basic
principle is that each sub-domain should be ruled as far
as possible. The second principle is that the size of each
sub-domain should be equal. This measure can avoid the
phenomenon that the wait time between processors is too
long. The third is that the area of overlapping domains
should be as small as possible. The reason is that the
area of overlapping domains representatives the communi-
cation overhead. For a three-dimensional solution domain,
the division of the domain can be divided into three types.
They are one-dimensional division, two-dimensional divi-
sion and three-dimensional division, respectively. For di-
viding calculation domain into eight sub-domains as the
example, one-dimensional division will obtain seven com-
munication surfaces, while the two-dimensional division

only four and three-dimensional division only three. Dif-
ferent types of division can be shown in Fig. 1. If the cal-
culation domain is a three-dimensional cube given by Fig.
1(a-c), the three-dimensional division will get the mini-
mum communication overhead and it should be the first
choice. When the calculation domain is a cuboid shown in
Fig. 1(d), the communication area of the three-dimensional
division is not the smallest. In this case, one-dimensional
division should be the first choice.

(a) One-dimensional division
of cube

(b) Two-dimensional division
of cube

(c) Three-dimensional division
of cube

(d) One-dimensional division of
cuboid

Fig. 1. Different types of domain division

The specific overlapping DDM based on one-
dimensional direction steps can be described as follows.
Firstly, the solution domainΩ can be divided into several
non-overlapping sub-domainsDi with equal size. Then,
sub-domainΩi can be obtained by expending each sub-
domainDi a certain scale and removing the section out-
side the domainΩ. All the sub-domainsΩi constitute an
overlapping decomposition of the domainΩ. Based on
above mentioned decomposition techniques, taking a two-
dimensional domain for example, the case of dividing the
calculation domain into two overlapping sub-domainsΩ1,
Ω2 can be shown in Fig. 2. The grey domain indicates the
overlapping domain betweenΩ1 andΩ2.

3.2 Analysis of finite difference method

IoT technology can be used to monitor science as well
as engineer problems which can be described as partial dif-
ferential equations. The FDM is an important tool for nu-
merical simulations of partial differential problems. FDM
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Fig. 2. An overlapping DDM based on two sub-domains

was already known by L. Euler. It has been one of the sim-
plest forms of discretization. It proceeds by replacing the
derivatives in the differential equations by finite difference
approximations. This gives an algebraic system of equa-
tions to be solved in place of the differential equation. The
solution domain is partitioned in space and time. The ap-
proximations of the solution are computed at the space and
time points. A classical FDM approximates the differential
operators constituting the field equation locally. Therefore
a structured grid is required to store local field quantities.
The order of the differential operator of the original prob-
lem formulation directly dictates the number of nodes to
be involved.

The FDM, FEM and boundary element method (BEM)
are the three most commonly used numerical discretiza-
tion methods. The advent of FDM in numerical applica-
tions began in the early 1950s and its development was
stimulated by the emergence of computers that offered a
convenient framework for dealing with complex problems
of science and technology. While other methods, such as
the FEM and BEM have enjoyed recent popularity, FDM is
still utilized for a wide array of computational engineering
and science problems. Compared with other numerical dis-
cretization methods, FDM has obvious advantages to sup-
port its widely applications. The first advantage is that the
theory of FDM is quite mature. The second advantage of
FDM is that the amount of computation is less than other
numerical methods. The great advantages of FDM are its
simplicity, generality, flexibility, efficiency and robustness,
and the wide range of systems to which FDM can be ap-
plied. The method is the arm-by-arm splitting technique
which makes the method in multi-dimensional as simple
as in one-dimensional. Based on the above mentioned ad-
vantages of FDM, this paper adopted the FDM to establish
mathematical model on each sub-domain.

4 THE ARCHITECTURES OF COMPUTER CLUS-
TERS AND PROGRAMMING MODEL

One of the most important roles in IoT is computers.
In order to design an efficient method for massive data
processing, it needs to understand the computer architec-
tures. Today’s dominant computing platforms are multi-
core clusters. This section firstly introduces the architec-
tures of multi-core clusters. Parallel architectures and pro-
gramming models are not independent. Then, this sec-
tion briefly introduces the two most important program-
ming models. Finally, this section introduces the hybrid
MPI/OpenMP programming model in order to exploit bet-
ter parallelism for multi-core clusters.

4.1 Architectures of multi-core clusters

The growing tendency for petascale platforms is toward
a hierarchical shared-memory node structure with each
node having multiple sockets. Each socket has multiple
compute cores with shared or separate caches [32]. Multi-
core clusters are hybrid parallel architectures that consist
of a number of nodes which are connected by a fast in-
terconnection network. Each node contains multiple sock-
ets which have access to a shared memory, while the data
on other nodes may usually be accessed only by means of
explicit message passing. Examples of such systems are
multi-processor clusters from SUN, SGI, IBM, a variety of
multi-core PC clusters, supercomputers like the NEC SX-
6. The architecture of multi-core cluster with two nodes
can be shown in Fig. 3.

 

Fig. 3. The architecture of multi-core cluster with 2 nodes

Once a specific decomposition strategy is chose, pro-
grammers must choose programming models to imple-
ment. Message passing and data parallelism are the two
most important parallel programming models, which are
based on the programming level to distinguish. Message
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passing interface (MPI) is a typical representative of the
message passing programming model for distributed mem-
ory parallel architectures and open specifications for multi-
processing (OpenMP) is a typical representative of the data
parallellism programming model.

4.2 Programming model of distributed architectures

The IoT system is a distributed memory architecture
which contains many computer nodes. MPI is a standard
API for message passing which has been designed for dis-
tributed memory parallel architectures. It is the most pop-
ular parallel programming environment. MPI is an effi-
cient, flexible, scalable and portable interface for develop-
ing parallel applications on multi-platform multi-core par-
allel programming architectures, including LINUX, UNIX
and Windows platforms. It supports multiple languages,
such as FORTRAN, C, and C++. MPI is a library, not a
programming language. It must be bound to the specific
programming language to be realized. At present the most
mainstream programming language is the C, while in the
fields of science and engineering is the FORTRAN lan-
guage.

MPI provides the user with a programming model
where processes communicate with other processes by
calling library routines to send or receive messages. The
advantage of MPI programming model is that users have
completely control over data distribution, process syn-
chronization, permitting the optimization data locality
and workflow distribution. Although, MPI achieves the
process-level parallelism, it dose not take full advantage
of computing performance of each kernel in a processor.
And it suffers from a few deficiencies. Decomposition,
development and debugging of applications can be time-
consuming and significant code changes are often required.
Communications can create large overhead and the code
granularity often has too large to increase the latency. Fi-
nally, global operations can be very expensive. These defi-
ciencies will reduce the efficiencies of pure MPI programs
carried out on multi-core clusters.

4.3 Programming model of shared architectures

Each computer node in IoT system commonly contains
multiple cores which is shared memory architecture. The
OpenMP is a standarddifferent types of parallel program-
ming models shared memory API for a single application.
The OpenMP supports multi-platform shared memory par-
allel programming in C/C++ and FORTRAN on all ar-
chitectures, including UNIX platforms and Windows plat-
forms. Jointly defined by a group of major computer hard-
ware and software vendors, OpenMP is a portable, scal-
able model that gives parallel programmers a simple and
flexible interface for developing parallel applications on

platforms ranging from the desktop to the supercomputer.
It consists of a set of compiler directives and library rou-
tines that extend FORTRAN, C, and C++ codes to express
shared-memory parallelisms.

OpenMP provides the fork-and-join execution model
as shown in Fig. 4. The master thread spawns a team
of threads as needed. OpenMP is usually used to paral-
lelize time-consuming loops. The OpenMP directives are
placed only on the outer loops within a loop nest. The ad-
vantage of OpenMP is that an existing code can be easily
parallelized by placing OpenMP directives around time-
consuming loops which do not contain data dependence.
And the source code is unchanged. The OpenMP imple-
mentation also shows good scalability, but has the follow-
ing disadvantages when compared with the MPI imple-
mentation. In order to achieve thread-level parallelism,
OpenMP requires a shared address space which limits the
scalability to the number of CPUs within one multi-core
socket. This disadvantage makes the pure OpenMP pro-
gramming model is not suitable for multi-core clusters.

Fig. 4. Fork-join model in OpenMP

4.4 The hybrid MPI/OpenMP programmming model

Multi-core clusters can be thought as the hierarchical
two-level parallel architectures, since they combine fea-
tures of shared and distributed memory. Whilst message
passing may be necessary to communicate between nodes,
it is not immediately clear that this is the most efficient par-
allelization technique for multi-core clusters. Based on the
above analysis of MPI and OpenMP, neither kind of pro-
gramming model is suitable for multi-core architectures.
How to exploit both advantages of MPI and OpenMP on
multi-core clusters is a hot issue. The MPI/OpenMP hy-
brid parallelization paradigm is the emerging trend for par-
allel programming on architectures of multi-core clusters.
Theoretically, a shared memory model such as OpenMP
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should offer a more efficient parallelization strategy within
a multi-core socket. Hence a combination of MPI and
OpenMP programming model provides a more efficient
parallel strategy for a multi-core cluster. In this strategy,
process-level parallelism is achieved through overlapping
DDM by message passing among processes, and thread-
level parallelism is obtained via loop-level parallelism in-
side each process by using OpenMP. The hybrid program-
ming model can take full advantage of the hardware re-
sources and greatly reduce the communication overhead
because of a two-level parallellism on a multi-core cluster.
The following Fig. 5 describes the hybrid MPI/OpenMP
programming model on the multi-core cluster.

 

Fig. 5. The MPI/OpenMP programming model on the
multi-core cluster

5 EFFICIENT IMPLEMENTATION OF DATA
PROCESSING METHODS

DDM provides powerful computation ability for large-
scale applications which involve large amounts of data pro-
cessing. In order to implement the DDM on parallel com-
puter architectures, there are two main issues for dealing.
First, it needs to adopt a strategy for decomposing the
program into parallel components. Second, it must actu-
ally write the parallel program, which requires to choose
a programming model and interface for the implementa-
tion [29]. Based on the two issues, this section mainly
introduces two aspects. First, this section proposes a par-
allel FDM overlapping domain decomposition strategy for
data processing. Second, this section illustrates the hybrid
MPI/OpenMP implementation for the parallel strategy.

5.1 The parallel FDM overlapping domain decompo-
sition method

DDM is the mainstream of program decomposition
strategy for multi-core clusters. Since numerical dis-
cretization methods are not parallel algorithms, they can

achieve parallel simulations of partial differential equa-
tions by means of the DDM. Based on the division prin-
ciples of overlapping DDM as stated in Section 3, over-
lappping DDM divides the domain of a problem into mul-
tiple overlapping sub-domains with equal size and assigns
different processors to compute results for sub-problems.
The number of sub-domains depends on the number of pro-
cessors. Then we divide each sub-domain into a series of
square grids. For each grid point, we adopt the FDM ap-
proximation. There are several kinds of formats to simplify
a differential equation such as the forward, backward and
central difference approximations. For space approxima-
tion, this paper applies the seven-point stencil FDM de-
scribed in Equation (1). For time approximation, the par-
tial differential equation is handled by the backward Euler
method which is a fully implicit method described in Equa-
tion (2). The reason is that the backward approximates is
unconditionally stable.

∂2h

∂x2 =
hi+1 − 2hi + hi−1

∆x2 (1)

∂h

∂t
=

hn+1 − hn

∆t
(2)

Consequently, it can obtain a sparse linear algebraic
systemAx = b for each sub-problem, in whichA is sym-
metric positive definite. For details about the deduction,
readers can refer to our previous work [33]. However, it is
very time-consuming by using the conventional techniques
like Gauss elimination or basic stationary iterative methods
to solve the sparse linear algebraic systemAx = b, espe-
cially when the matrix is quite large. It has been proved
that the Krylov subspace methods could handle the prob-
lem efficiently and accurately. Conjugate gradient (CG) is
suitable for solving symmetric algebraic systems. Mean-
while, both the robustness and convergence of the iterative
methods can be improved by employing preconditioning
techniques. And the preconditioned iterative methods have
been proved to be one of the most efficient ways [34]. So
in this paper, the preconditioned CG (PCG) is used to solve
the systemAx = b. This paper adopts the Cholesky pre-
conditioner. Furthermore, to take advantages of the spar-
sity of the coefficient matrix, the compressed sparse row
(CSR) storage scheme is utilized in our code, which makes
it less memory requirements.

5.2 The hybrid MPI/OpenMP implementation

Once a specific decomposition strategy is chose, it must
choose the programming model to implement [29]. As
stated in Subsection 4.4, the hybrid MPI/OpenMP pro-
gramming model is suitable for multi-core cluster architec-
tures. The hybrid MPI/OpenMP model is a mixed model.
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MPI is used to pass message between sub-domains by call-
ing the functionMPI_Sendrecv() for point-to-point
communications. In order to separate two adjacent mas-
sage passing, it needs to perform a synchronization call
before receiving the massage. OpenMP is used to paral-
lelize the loops under the MPI processes. The most time-
consuming parts of the PCG algorithm are iterations of
loops. The OpenMP directives are placed only on the
outer loops within a loop nest. For details about using
OpenMP parallelize loops, readers can refer to our pre-
vious work [35]. In this paper, the single program mul-
tiple data (SPMD) parallel scheme is adopted. It means
that the computing tasks in sub-domains are assigned to
several processors averagely. All the processors are equal
in status, and no host CPU exists. Each node installs an
MPI/OpenMP application. The program adopts the lan-
guage C to bind MPI and OpenMP for expressing the hy-
brid parallelism. This scheme saves time of data allocation
and is easy to implement.

6 NUMERICAL SIMULATIONS AND PERFOR-
MANCE ANALYSIS

In order to evaluate the performance of the proposed
method, this paper carried out numerical experiments
based on the three-dimensional groundwater flow equa-
tion. The three-dimensional groundwater flow equation lo-
cated in heterogeneous and anisotropic medium could be
described by the following

∂(Kxx
∂h
∂x )

∂x
+
∂(Kyy

∂h
∂y )

∂y
+
∂(Kzz

∂h
∂z )

∂z
−W = Ss

∂h

∂t
(3)

whereKxx, Kyy andKzz are values of hydraulic con-
ductivity along thex, y andz coordinate axes, which are
assumed to be parallel to the major axes of hydraulic con-
ductivity; h is the potentiometric head;W is a volumetric
flux per unit volume and represents sources or sinks of wa-
ter; Ss is the specific storage of the porous material andt
is the time.

6.1 The groundwater flow model based on the DDM

In recent years, groundwater flow simulation has be-
come one of the top international issues in new generation
of environmental applications. By using IoT-related tech-
nologies, it leads to enhancing the assessment of ground-
water resources. For instance, in the setting of groundwater
flow management, sensors can be deployed in the ground-
water to monitor groundwater resource pollution, water
quality and regional ecological in real time [3]. These
will generate a high degree of autonomous data processing.
These data are meant to tell us information of the ground-
water flow pollution control and rational use of water re-
sources in the future. After standardizing and storing, these

data can be provided for mathematical models of ground-
water flow, scientists and analysts. It can draw many new
recognition knowledge which greatly enriches and devel-
ops to describe and predict groundwater flow theories and
methods.

A simplified scenario of three-dimensional groundwa-
ter flow model was established in the paper. It is a homo-
geneous media (Kxx = Kyy = Kzz ) with Ss, specified
as a constant and Dirichelet boundary condition at the bor-
dering portion. The distributions of real space points can
be viewed as a cuboid array ofN × N × K real numbers,
whereN, N, K represents the number of grid points in row
direction, column direction and layer direction. Based on
the division methods of overlapping DDM shown in Sub-
section 3.1, this paper adopts the one-dimensional domain
division along the layerK direction. The reason is thatN
is much larger thanK. Each processor receives a calcu-
lation sub-domain of sizeN × N × M grid points, where
M = (K + L)/NMPI. The variableL indicates the num-
ber of overlapping layers and the variableNMPI indicates
the number of MPI processes. For each grid point, FDM
is used for discretizing the three-dimensional groundwater
flow equation in this paper. The left-hand side of Equation
(3) adopted seven-point stencil central difference method
and the right-hand side uses backward difference approx-
imations. Finally, each sub-domain can obtain a linear
algebraic system as stated in Subsection 5.1. Values on
overlapping domains are updated by taking averages of
values on adjacent sub-domains. The stopping criterion
is that values of each sub-domain satisfy this inequality
|hi,n+1 − hi,n|/|hi,n+1| < ε at iterationn+1, wherei and
ε denote thei-th sub-domain and the permissible errorε,
respectively.

6.2 Test environment and numerical experiments

The numerical experiments were carried out on a win-
dows cluster with two nodes. Each node includes dual-
socket of Intel(R) Xeon(R) processors (1.6GHz). The par-
allel software environment is Windows 2003 Operating
System, MPICH2-1.2-win-x86-64, OpenMP, C.

In the parallel overlapping DDM, the size of overlap-
ping domain can affect the execution time. Theoretically, a
larger overlapping domain has a better convergence. How-
ever, increasing the overlapping domain will result in in-
creasing the amount of computation and communication.
Thence the overlapping domain should not be too large to
avoid the reduction in the efficiency of the algorithm. In
general, the size of overlapping domain is chose arbitrarily.
The optimal overlapping domain size depends on various
conditions, such as problem size, initial values, architec-
ture of hardware, performance of computing nodes, com-
munication performance of network, the required solution
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accuracy, etc. Based on the above mentioned test environ-
ment and the problem in this article, the first experiment
was focused on finding a better overlapping domain size
which could make the execution time shorter. The first ex-
periment was carried out with problem size100× 100× 7
with different overlapping domain and the numerical re-
sults can be shown in Table 1.

Table 1. Experimental results with different overlapping
domain

overlapping domain size 1 layer 2 layers 3 layers
convergence speed slow fast faster

execution speed faster fast slow

Based on the second row of data in the Table 1, it is
easy to see that the convergence of algorithm improves
with the increase of overlapping domain. However, from
the third row of data in the Table 1, it is found that the ex-
ecution speed decreases with overlapping domain size in-
creases. The reason is that the amount of computation for
each sub-domain and the amount of communication be-
tween sub-domains significantly increase with the increase
of the overlapping domain, which leads to the significant
increase of computation time and communication time.
Although the improvement of algorithm convergence can
reduce the number of iterations, the reduction of time due
to convergence improving can not make up the increase of
computation time and communication time. In order to ob-
tain a better parallel performance, the overlapping domain
should not be large in this paper. The experimental results
are only suitable for the problem stated in the paper, par-
allel approach proposed in this paper and the multi-core
cluster in the paper.

Theoretically, a processor can launch multiple pro-
cesses and a core can launch multiple threads. Hence,
there are multiple types of hybrid MPI/OpenMP program-
ming model. However, the excessive number of processes
and threads will lead to competition for resources and
the fewer number of processes and threads will lead to a
waste of resources. Neither kind of the above program-
ming model is able to get the best parallel performance.
The aim of the second experiment was to find the most
effective MPI/OpenMP programming model. The second
experiment was tested for a fixed size of problem with
100 × 100 × 7. The following different types of paral-
lel programming model are evaluated. The execution time
can be shown in Table 2.

Based on Table 2, the execution time is the shortest
when MPI starts four processes and each process starts four
threads. The number of started processes is equal to the
number of sockets within a multi-core cluster. The number
of started threads by each process is equal to the number
of cores in each socket. The reason is that some cores are

Table 2. Execution time of different number of processes
and threads

problem size processes threads execution time

100× 100× 7

2
1 1.078
2 0.930
4 0.851

4
1 0.746
2 0.666
4 0.635

8
1 0.690
2 0.692
4 0.706

idle when the number of threads is less than the number of
cores. When the number of threads is greater than the num-
ber of cores, it will cause the problem of competing band-
width. The same problem also exists in processes. This
experimental results mean the best hybrid MPI/OpenMP
programming model is that each socket starts one process
and each core starts one thread. This kind of programming
model ensures that all data for each process are guaranteed
to be on the local memory of each socket, and so the most
efficient memory access is possible.

Speedup is an important indicator for measuring the
performance of parallel algorithm. The third experiment
was to test the speedup of the parallel algorithm and carried
out with problem size100× 100× 50. As stated in section
of test environment, the multi-core cluster composes two
nodes and four sockets. This experiment tested speedup
when the number of processes is 1, 2 and 4 respectively.
Based on conclusions of the second experiment, each pro-
cess started four threads for solving each sub-problem. The
measured speedup can be shown in Table 3.

Table 3. Speedup with different number of processes
problem size processes speedup

1 1
100× 100× 50 2 1.88

4 3.20

The experimental results show that the speedup in-
creases with the number of processes grows. This phe-
nomenon can be explained by the definition of speedup.
The speedup is defined as the ratio of the solution time
of original problem on one process and the solution time
of sub-problem on multi-processes. And the efficiency is
above eighty percent which is satisfactory.

Scalability is another important indicator for measuring
the performance of parallel computing. The scalability can
be shown from the relationship between speedup and prob-
lem size. The purpose of the forth experiment was to test
the scalability of the proposed parallel approach. This ex-
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periment was carried out with different problem size. Each
problem was divided into four sub-problems. And each
process starts four threads. The measured speedup can be
shown in Table 4.

Table 4. Speedup with different problem size
problem size speedup

100× 100× 42 3.11
100× 100× 46 3.15
100× 100× 50 3.20
100× 100× 54 3.25
100× 100× 58 3.29
100× 100× 62 3.33

From the data described in Table 4, we can see that
the speedup increases with problem size grows. This phe-
nomenon can be explained as follows. With the prob-
lem size increases, the proportion of computation increases
while the proportion of communication overhead reduces.
That means the parallel method proposed in this paper has
a better scalability.

Based on the results of the third and the last experi-
ments, we can conclude that the hybrid MPI/OpenMP im-
plementation for the overlapping DDM is an effective way
for parallel simulations of large-scale partial differential
problems with intensive computation.

7 CONCLUSION

Sensor technology is one of the most mature and prac-
tical IoT-related technologies. It generates massive data
that need to be stored and processed when sensor technol-
ogy is used to monitor information in real time. Partial
differential problems which involve intensive computation
are the most common in the engineering and scientific re-
search. Data processing is unanimously recognized as one
of the core functionalities of the IoT. Efficient techniques
are required to analyze these massive data for supporting
intelligent decisions making. In order to efficiently solv-
ing partial differential problems with massive data, this
paper proposed a parallel approach which combines the
overlapping DDM and multi-core clusters technology for
parallel simulation of large-scale partial differential equa-
tions. According to the parallel characteristics of multi-
core cluster architectures, this approach adopts the hybrid
MPI/OpenMP programming model to implement the over-
lapping DDM. On a cluster with two nodes, this paper car-
ried out experiments for taking the groundwater flow equa-
tion as an example, simulation results indicate that this par-
allel approach can facilitate parallel simulations of partial
differential problems with large data.
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