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Abstract: The main issues related to assessment and forecasting of the wind and wind energy
have been reviewed. These include the limitations and advantages of wind forecasting and as-
sessment of the wind power density, especially considering trends of increasing penetration of
wind-generated power into the utility grid and storage of wind-generated power. Accurate
forecasting of the wind power density over a large range of spatial and temporal scales is a crit-
ical issue for planning and operations of wind farms. A review of various prediction tools, from
simple statistical models to highly complex numerical techniques, was performed for this pur-
pose. The influence of wind variability, atmospheric stability, turbulence, and the low-level jets
on wind power density are elaborated on in detail. Furthermore, prediction and assessment of
future wind energy resources and their economic implications as well as environmental con-
cerns such as birds’ habitats and routes, viewpoint aesthetics, and noise are also discussed in
this study. Some climate projection studies indicate minor changes in the wind resources com-
parable to differences in global models results while others argue that the wind resources will
be reduced due to global warming and they call for harvesting wind energy at the maximum
rate as soon as possible.

Keywords: Wind energy, wind power density, wind farms, wind turbine wakes, mesoscale mod-
eling, CFD, LES, energy storage, turbulence intensity, climate predictions.

Sažetak: U radu su prikazani osnovni problemi procjene i prognoziranja vjetra i proizvodnje
energije vjetra. Tematika uključuje aspekte točnosti procjene i prognoze potencijala energije
vjetra, osobito s obzirom na trendove povećanja uključenja energije iz vjetroelektrana u potro-
šačku mrežu te korištenje različitih metoda uskadištenja energije. Precizno prognoziranje gu-
stoće energije vjetra u širokom rasponu prostornih i vremenskih skala je kritičan uvjet za pla-
niranje i operativno upravljanje vjetroelektranama. Provedena je analiza različitih prognosti-
čkih pristupa u rasponu od jednostavnih statističkih pa sve do složenih numeričkih metoda.
Detaljno je razmotren utjecaj jake promjenjivosti vjetra, atmosferske stabilnosti, turbulencije i
prizemnih mlaznih struja na gustoću energije vjetra. Dio studije se odnosi i na buduće promje-
ne vjetra u okviru klimatskih promjena, kao i brige za okoliš poput utjecaja vjetroelekrana na
smrtnost ptica i promjena njihovih koridora migracije, problema u vezi narušavanja vizualnih
vrijednosti okoliša te problema u vezi buke tijekom rada vjetroelektrana. Važno je napomenu-
ti da neke od klimatskih studija i simulacija ukazuju na minimalne promjene u budućem po-
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1. INTRODUCTION AND HISTORICAL

BACKGROUND

The importance and value of renewable energy
resources such as wind, water, and solar power
in providing for global energy need is discussed
by Jacobson and Delucchi (2011). Globally,
there is about 1014 W of extractable wind pow-
er. The extractable power from hydro re-
sources is two orders of magnitude smaller than
that of wind resources, and geothermal and
tidal resources are about three orders of magni-
tude smaller. Considering wind as a global re-
newable energy resource, it is important to em-
phasize that the total amount of economically
extractable wind power is significantly greater
than cumulative human power use from all oth-
er energy sources. Latitudinal asymmetries in
incoming solar energy drive the large scale at-
mosphere system and generate wind that dissi-
pates through turbulence and friction process-
es. About 2% of the incoming solar energy is
converted into winds, and 35% of that is re-
moved by friction in the lowest kilometer of the
atmosphere. It is estimated that only about
10% of the available wind energy can be ex-
tracted within the first kilometer of the atmos-
phere (Gustavson, 1978). If all land non-forest-
ed areas were used for wind farms operating at
only 20% of their maximum capacity, the gen-
erated power would be 40 times larger than the
global demand (Lu et al., 2009).

Wind has been utilized as a source of power
for thousands of years for such tasks as pro-
pelling sailing ships, grinding grain, pumping
water and powering factory machinery. People
have been harnessing the wind ever since
farmers in ancient Persia discovered how to
use wind power to pump water. The first
known use of wind power was in the first cen-
tury by Hero of Alexandria,
(http://en.wikipedia.org/wiki/Hero_of_Alexan-
dria). Wind power was also used during the 7th
to 10th century in the area between today’s
Iran and Afghanistan (Kaldellis and Zafirakis,

2011). These windmills were mainly used to
pump water or grind wheat. These vertical axis
turbines used the drag component of wind
power generation (Jenkins et al., 2001; Man-
well et al., 2002). To work properly, the part
rotating in opposite direction compared to the
wind had to be protected by a wall. Obviously,
devices of this type can be used only in places
with a dominant wind direction because they
cannot follow changes in incoming wind direc-
tion. Review studies of using wind power for
grinding grain in Persia in the tenth century
and in China in the thirteenth century are de-
scribed by Fleming and Probert (1984), Shep-
pard (1994), and Pasqualetti et al. (2002). The
first windmills built in Europe, likely inspired
by the ones in the Middle East, used a horizon-
tal axis rotor thereby substituting drag force
for the lift force (Musgrove, 2010). During the
following centuries many modifications and
improvements were applied, especially in areas
with high directional variability. The best ex-
amples are the Dutch windmills that were used
to drain water in reclaimed lands.

Wind energy technology is one of the most
rapidly expanding areas among renewable en-
ergy sources (Blanco, 2009; Kaldellis and Zafi-
rakis, 2011). Worldwide development of wind
energy expanded rapidly starting in the early
1990s. The average annual growth rate of
world installed capacity of wind power from
1994 to 2010 has been over 31% (see, for ex-
ample, Burton et al., 2001; Jenkins et al., 2001;
Ackerman and Soder, 2000, 2002; Manwell et
al., 2002; Ackermann, 2005; Joselin Herbert,
2007; Belu, 2012). Unlike the last surge in wind
power development during 1970s and early
1980s which was mainly due to the temporary
oil embargo from the OPEC countries, the cur-
rent wave of wind energy development is driv-
en by many favorable reasons. These include
its tremendous environmental, social, and eco-
nomic benefits, technological maturity, dereg-
ulation of electricity markets throughout the
world, widespread public support, and govern-
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ment incentives. Wind energy is expected to
play an increasingly important role in the fu-
ture national energy scene (Gipe, 1995; Joselin
Herbert, 2007; Frerris and Infield, 2008). In re-
source-ideal locations, the cost of wind-gener-
ated energy is already competitive with that of
traditional fossil fuel generation technologies
(Blanco, 2009). Experts predict wind power
will capture 5% of the world energy market by
the year 2020 (Belu, 2012).

Despite environmental benefits and techno-
logical maturity, reliability and stability of the
power grids represent a challenge to penetra-
tion of wind-generated power, due to the high-
ly variable and intermittent nature of the
winds. Wind energy resource rely on the inci-
dent wind speed and direction, both of which
vary in time and space due to changes in large-
scale and small-scale circulations, surface ener-
gy fluxes, and topography (Pettersen et al.,
1998a,b; Klink,1999; Archer and Jacobson,
2003; Belu and Koračin, 2012). Since the wind
power density is proportional to the cube of
the wind speed (as will be discussed in the next
section), any small errors in forecasting wind
speeds can result in significant differences be-
tween forecasted and actual wind energy out-
puts. Consequently, accurate assessment and
forecasting of the spatial and temporal charac-
teristics of the winds and turbulence remains
the most significant challenge in wind energy
production. The spatial variability of the wind
and its sensitivity to model setups suggest that
higher resolution models and multi-model en-
semble forecasting are promising tools for im-
proved wind energy predications.

This review is organized as follows. Section 2
presents the basic concepts of wind power ex-
traction. Section 3 discusses the influence of a
complex wind regime on wind energy genera-
tion focusing on wind variability, low-level
jets, effects of air density and temperature,
and turbulence effects. Environmental con-
cerns (Section 4) and the economics (Section
5) of wind energy are addressed next. Section
6 addresses storage of wind generated power
as a means of mitigating the temporal inter-
mittency of wind. Section 7 discusses methods
and tools for wind and wind power forecasting
and Section 8 discusses modeling and observa-
tions of wind turbine wakes. Section 9 indi-
cates the possible evolution of wind resources

under climate change scenarios followed by
the concluding remarks in Section 10. 

2. BASIC CONCEPTS OF EXTRACTING

WIND POWER

The kinetic energy (KE) of the moving air
molecules represent a source used for extract-
ing wind energy. Wind turbines are mechani-
cal devices designed to convert part of the
wind kinetic energy into useful mechanical
and then electrical energy. Several designs
have been devised. Most of them use a rotor
that is propelled by lift or drag forces, which
result from its interaction with the wind. De-
pending on the position of the rotor axis, wind
turbines are classified into vertical-axis and
horizontal-axis ones. Turbine power produc-
tion depends on the interaction between the
rotor and the wind; the major aspects of wind
turbine performance, such as power output
and loads, are determined by the aerodynamic
forces generated by the wind. Rotor-wind in-
teractions depend on turbine geometry ∑ in-
cluding rotor blade profile, number of blades,
control methods, and tower shadowing. 

A total moving mass of air passing through the
wind turbine blades in a certain time is an ex-
tractable power (Burton et al., 2001; Jenkins
et al., 2001; Manwell et al., 2002). Knowing the
wind statistics and annual wind variation at a
given site or for an area is important, but is not
sufficient for assessing the economic viability
of a wind energy development. For that pur-
pose the level of wind resource is often de-
fined in terms of the wind power density (W
m-2). Power is the rate at which the kinetic en-
ergy of the air is used. In a time interval Δt,
blades can extract power from a cylindrical
volume of air that is equal to the product of
the rotor swept area AR and the length equal
to the product of the velocity (v) and the time
interval Δt. So, the extractable wind power
(Pw) is:

(1)
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Where ρ is the air density. The mean wind
power density per unit area is:

(2)

Where the mean value of the wind speed cube
is expressed as:

Consequently, the wind power per unit area is
proportional to the cube of the wind, and thus
small changes in the wind speed result in large
variations in the wind power. The actual tur-
bine power (PwT) that is captured from the
wind field is lower than the above stated maxi-
mum theoretical extraction, and can be de-
scribed by a nonlinear function:

(3)

Here CP(α,λ) is the wind turbine capacity fac-
tor or the aerodynamic efficiency of the rotor,
and v is the effective wind speed. CP(α,λ)de-
scribes the fraction of the power in the wind
that may be converted by the turbine into me-
chanical work. If one assumes that the maxi-
mum efficiency of the rotor is independent of
the effective wind speed, the captured power
can grow with the cube of the wind speed. The
rotor power coefficient is usually given as a
function of the tip-speed ratio λ and the blade
pitch angle α. The blade pitch angle is defined
as the angle between the plane of rotation and
the blade cross-section chord. The tip speed
ratio is defined as:

(4)

Where ω is the angular velocity of the rotor,
and R is the rotor radius (blade length). The
maximum rotor power efficiency, regardless
of configurations, has a theoretical maximum
value of 59%; however, in practice the frac-
tion of power extracted will always be less be-
cause of loss factors such as friction, shear,
and coherent eddies (Burton et al., 2001; Jenk-
ins et al., 2001; Manwell et al., 2002).

3. FACTORS AFFECTING COMPUTATIONS

OF THE WIND POWER DENSITY

Since the effects of wind shear, turbulence in-
tensity, and atmospheric stability on wind tur-
bine energy production are not fully under-
stood, wind resource assessment studies can
have large uncertainties. The estimation of the
magnitude of the uncertainty source is often
related to empirical considerations rather than
analytical calculations. Some studies suggest
probability models for the natural variability
of wind energy resources that include air den-
sity, mean wind velocity and associated
Weibull parameters, surface roughness expo-
nent and error for prediction of long-term
wind velocity (e.g., Kwon, 2010). Depending
on atmospheric conditions, waking by up-
stream turbines and terrain/roughness interac-
tions, wind turbines often operate far from the
ideal conditions, and field-deployed power
curves can be very different from certified
ones (Rohatgi and Barbezier, 1999; Sumner
and Masson, 2006; Antoniou et al., 2009; Wag-
ner et al., 2009; Wharton and Lundquist, 2011;
Belu and Koračin, 2012). Better predictions of
power or loads require more representative
wind measurements and power computations
over the rotor-swept area for individual wind
turbines. There is a need for adoption of new
measurements and power estimation methods. 

3.1 Wind variability 

One of the main challenges in harvesting wind
energy is that wind is generally intermittent
and variable in speed and direction (e.g., Jus-
tus and Mikhail, 1976). Depending on the flow
properties and scales of motion, the flow can
become turbulent with stochastic and chaotic
properties (Stull, 1999; Davidson, 2004).
There are three main aspects that can reduce
the intermittency problem: spatial distribution
of wind facilities, accurate forecasting meth-
ods, and storage systems. Although a single
wind setup is subject to large variations of the
wind, if the facilities are spatially distributed
and connected to the same utility grid, a total
output at any time becomes more uniform and
reliable (http://www.bwea.com/pdf/RAEInte-
grationfinal.pdf). For example in Denmark,
which is relatively flat terrain and has high
penetration of wind energy (20%), while out-
put from a single wind farm may occasionally
change by 100% within an hour, total power
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output from an entire network of wind farms
are generally less than +/-3% of its initial val-
ue (Ford and Milborrow, 2005). 

3.2 Low-level jet

The low-level jet is a mesoscale phenomenon
associated with the nighttime very stable
boundary layer that can have a width of hun-
dreds of kilometers and a length of a thousand
kilometers (Stull, 1999). They have been ob-
served worldwide (Kraus et al., 1985; Ander-
son, 1976; Bonner, 1968; Smedman et al., 1996;
Banta et al., 2002, 2006; and Storm et al.,
2009). During nighttime over land, the ground
surface cools at a faster rate than the adjacent
air and stable stratification forms near the sur-
face and propagates upward. Downward mix-
ing of the winds is reduced and winds aloft be-
come decoupled from the surface and acceler-
ate. The maximum wind speeds are usually 10-
20 ms-1 or more at elevations of usually 100-
300 m and occasionally as high as 900 m above
the ground. Consequently, it is not possible to
accurately estimate winds aloft at hub and
blade heights from routine surface measure-
ments. Additionally, a strong wind shear and
associated turbulence develop at the bottom
and top of the jet layer. An example of the ef-
fects of the low-level jet on wind energy as-
sessment is shown by Kelley et al. (2004). 

3.3 Air density and temperature

Since wind speed generally increases with
height, higher elevation sites often offer
greater wind energy resources than compara-
ble lower elevation sites. However, the de-
crease of air density with height can make an
impact on the computed power, since wind
power density is directly proportional to air
density. Air density is usually calculated from
temperature and pressure measurements. In
most of the cases, it is advantageous to site
turbines at higher elevations to take advan-
tage of higher wind speeds. Power and the
power curve of a particular turbine depend on
the air density (see Equations 1 to 4). As an
example, the air density values encountered at
measurement sites in western Nevada shown
by Belu and Koračin (2009) were mostly be-
tween 0.936 kgm-3 and 1.025 kgm-3 with a mul-
ti-annual mean value of 0.982 kgm-3, signifi-
cantly lower than the mean standard air densi-
ty of 1.25 kgm-3. Power curves for various val-

ues of the air density must be accounted for in
order to improve the power output estimate
accuracy. Depending on the turbine’s method
of control, either the power or velocity is nor-
malized (Rohatgi and Barbezier, 1999; Sumn-
er and Masson, 2006; Wagner et al., 2009;
Wharton and Lundquist, 2011; Belu and Ko-
račin, 2012) for use in power density calcula-
tions. For the case of a turbine with active
pitch control, the velocity is normalized with
the reference air density ρ0:

(5)

Although the correction for air density ap-
pears to be relatively small, this parameter is
also subject to change ∑ generally to decrease
due to global warming (Ren, 2010).

3.4 Effects of turbulence, wind shear and wind

gusts on fatigue of wind turbine blades

At today’s usual hub-heights of 80 m or more,
turbine rotors encounter large vertical gradi-
ents of wind speed and turbulence. Rotors are
susceptible to fatigue damage that results
from turbulence (Sutherland, 2002; Hand et
al., 2003). Understanding the impact of turbu-
lence on the blades can help in designing long-
term operational and maintenance schedules
for wind turbines. Consequently, this under-
standing can lead to the development of ad-
vanced control schemes to mitigate loads such
as an active control of the blade pitch angle.
Quantification of the effects of turbulence on
wind turbine is usually done by computing an
equivalent fatigue load parameter, Fe (kNm),
as a function of the amplitude of the wind fluc-
tuations within an averaging period, blade ma-
terial properties, number of counting averag-
ing bins and the total number of samples (Kel-
ley et al., 2000). As an example, Hand et al.
(2003) considered a usual averaging period of
10 min with a sampling rate of 40 Hz. Based
on experimental data, they found that the
highest blade root flap bending moment
equivalent fatigue load does not correspond to
the greatest wind speeds, but to the class of
wind speeds that has the highest amplitude of
fluctuations. Turbulent fluctuations are the
main source of blade fatigue, and can also be
present in the stable boundary layer (Sim et
al., 2009).
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3.4.1 Turbulence intensity

The turbulence intensity (TI) is a measure of
the overall level of turbulence and is defined
as (Sumner and Masson, 2006; Antoniou et al.,
2009; Wagner et al., 2009):

(6)

where σv is the wind speed standard deviation
(ms-1) at the nacelle height over a specified av-
eraging period (10 min). For example, Belu
and Koračin (2009) found that, from the pow-
er curves for different turbulence intensity
classes and for low to moderate wind speeds
(4 to 10 ms-1), high TI classes yield the most
power while for the higher wind speeds (10-15
ms-1), low TI classes yield the most power, also
reported elsewhere (Wharton and Lundquist,
2011). There also are differences in the stan-
dard deviations of the output power. In the
wind speed range 4-15 ms-1 the standard devia-
tion of certain turbulence intensity classes (4 -
8% and 10 -15%) differs up to 50% with the
standard deviation for all turbulence intensi-
ties. TI is often affected by atmospheric stabil-
ity, which can affect the performance of theo-
retical wind turbine power curves. Wharton
and Lundquist (2011) and Vanderwende and
Lundquist (2012) used the wind power law co-
efficient and the bulk Richardson number to
separate time periods by stability to generate
regime-dependent wind turbine power curves.
Their results indicate under-performance dur-
ing stable regimes and over-performance dur-
ing convective regimes at moderate wind
speeds. A correction factor is often applied to
account for TI (Sumner and Masson, 2006;
Antoniou et al., 2009; Wagner et al., 2009;
Wharton and Lundquist, 2011; Belu and Ko-
račin, 2012):

(7)

Here, TI is the turbulence intensity as given by
Equation (6).

3.4.2 Wind shear and wind profile

Vertical wind shear is an important considera-
tion as wind turbines are becoming larger (El-

liot and Cardogan, 1990). Wind speed is usual-
ly recorded at the standard meteorological
height of 10 m, while wind turbines usually
have hub heights near 80 m or beyond. In cas-
es which lack elevated measurements, hub-
height wind velocity is estimated by applying a
vertical extrapolation coefficient to surface
measurements (Peterson and Hennessey,
1977). However, the vertical extrapolation co-
efficient can contain errors and uncertainties
due to terrain complexity, atmospheric stabili-
ty, and turbulence. Various methods exist for
the extrapolation of wind speed to the wind
turbine hub height. The theoretical back-
ground of the wind extrapolation methods is
based on the Monin-Obukhov similarity theo-
ry (Sumner and Masson, 2006). However, the
wind speed v(h) at a height h can be calculated
using the roughness length z0 from the wind
speed v(h0) at height h0 (usually the standard
measurement level) from the logarithmic law:

(8)

Obstacles can cause the displacement of the
boundary layer from the ground, which is ex-
pressed by the parameter d. For widely scat-
tered obstacles, parameter d is zero, while in
other cases it is expressed as 70% of the obsta-
cle height (Justus and Mikhail, 1976; Peterson
and Hennessey, 1977; Petersen et al., 1999a,b;
Burton et al., 2001; Jenkins et al., 2001). The
roughness length (z0) describes the height at
which the wind is zero by definition, meaning
that surfaces with a large roughness length
have a large effect on the wind. It ranges from
0.0002 m for open sea, 0.005-0.03 m for open
land, 0.03-0.1 m for agricultural land, and 0.5-2
m for very rough terrain or urban areas. In a
case when only surface measurements are
available, the increase of wind speed with
height should be taken into account for the in-
stallation of large wind turbines. Thus the sur-
veys must rely on simpler expressions and se-
cure satisfactory results even when they are
not theoretically accurate. For h0 = 10 m and
z0 = 0.01 m, the parameter α = 1/7, which is
consistent with the value of 0.147 used in the
wind turbine design standards (IEC standard
61400-3, 2005) to represent the change of wind
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speeds in the lowest levels of the atmosphere.
This equation is sometimes called a 1/7 power
law or the empirical Hellmann exponential
law, expressed as:

(9)

where v(h) is the wind speed at height h, v0 is
the speed at href (usually 10 m height), and α is
the friction coefficient or power law index.
This coefficient is a function of the surface
roughness at a specific site and the thermal
stability of the Prandtl layer. It is frequently
assumed to be 1/7 for open land. However,
this parameter can vary diurnally and season-
ally as well as spatially. Sisterson et al. (1983)
found that a single power law is insufficient to
adequately project the power available from
the wind at a given site, especially during
nighttime and also in the presence of the low-
level jets. Belu and Koračin (2009) found sig-
nificant discrepancies of values for α for west-
ern Nevada, ranging from 0.09 to 0.120, quite
smaller compared to the standard 0.147 value.
Another formula, known as the simple loga-
rithmic wind profile law (neglecting the obsta-
cle parameter d in Equation (8)) is also widely
used for wind speed extrapolation:

(10)

If the type of ground cover is known, the wind
speed at other heights can be estimated. 

In addition to the wind shear from the ground
level to hub height, wind shear over the rotor
disc area can also be significant. The standard
procedure for power curve measurements is
given by the IEC standard (IEC Standard
6∑1400∑12∑1, 2005) where the wind speed at
the hub height is considered to be representa-
tive of the wind over the whole turbine rotor
area. This assumption can lead to considerable
wind power estimate inaccuracies (Sumner
and Masson, 2006; Antoniou et al., 2009),
since inflow is often non-uniform and un-
steady over the rotor-swept area. 

3.4.3 Wind gusts

An additional wind property that can make an
impact on wind turbine operations is wind
gustiness (Weggel, 1999). Proper design and
operation of a wind turbine for a specific wind
climate requires knowledge of wind extremes
and gustiness, often defined by a wind gust
factor. This is especially true in areas where
wind climate is determined by inherently
strong gusty winds, such as downslope wind-
storms (Bajić, 1989; Belušić et al., 2004; Griso-
gono and Belušić, 2008; Horvath et al., 2009).
At sites with high ambient turbulent intensity
and gusty winds, turbines are subject to ex-
treme structural loading and fatigue (Jelavić
and Perić, 2009). The gust factor (G) is de-
fined as (Weggel, 1999):

(11)

where ug is the gust speed and U is the mean
daily wind speed. One expects higher gusts to
be associated with higher mean speeds; how-
ever, one may also expect that the normalized
gust speed ug/U and, consequently, the gust
factor, G, decreases with increasing mean
speed. The following equation relates the gust
factor to the mean daily wind speed:

(12)

where the parameters A and n are obtained by
using a least-square fit of the logarithm of G
vs. the logarithm of the mean daily wind
speed.

While gusts generally decrease as wind speed
increases, in extreme cases the wind gusts can
easily reach over to twice the strongest wind
speeds (v > 20 ms-1) and damage a wind tur-
bine. However, wind gusts over 25 ms-1, the
upper wind speed limit of a large wind turbine,
are quite unlikely in many areas. Belu and Ko-
račin (2009) used four and half years (2003-
2009) of composite data sets and found that
winds over 25 m s-1 occurred only about 2% of
the time at locations in western Nevada. Gusts
associated with stronger winds may cause con-
siderable losses by reducing the energy pro-
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duction of the wind turbine which would oth-
erwise operate at nominal output power. An-
other effect of wind gusts is additional stress
on the wind turbine structure, which may re-
duce its lifespan.

4. ENVIRONMENTAL CONCERNS 

REGARDING WIND POWER 

GENERATING FACILITIES

Issues of concern over wind power generating
facilities include aesthetic impact (visual
degradation of the scenery), noise, and mor-
tality of birds and bats. In general, the envi-
ronmental impact of fossil-fuel plants is much
greater than that of wind farms. Being a non-
depletable source of energy, extracting power
from the wind does not pose the threat of
overexploiting limited natural resources as
does oil, gas or coal. Wind energy production
does not impact air quality, and, outside of
construction, and installation, is without car-
bon emissions. Many communities resist in-
stallation of the wind plants in favor of view-
shed preservation. Another frequent com-
plaint is that the wind generators make a con-
stant, low “swooshing” noise. This issue is be-
coming less frequent due to mandatory stand-
off distances and advancements in noise-re-
duction technology.

As a comparison, noise at the turbine (approx-
imately 100 dB) is equivalent a noise of a adja-
cent lawn mower, while at a distance of 400 m,
wind turbine noise is same as the noise of a re-
frigerator (40 dB) (http://www.darvill.clara.net
/altenerg/images/large-wind-turbine.jpg). The
potential exists for birds and bats to collide
with operating wind turbine blades, construc-
tion cranes, elevated power lines, and meteor-
ological towers. There are also studies arguing
that noise and human activities associated
with the wind facility could impact bird nest-
ing behavior and alter bird habitats. However,
avian impact due to wind farms is far less than
that of buildings or domestic cats.

5. ECONOMICS OF WIND ENERGY 

Generating electricity from the wind is environ-
mentally and economically beneficial. Produc-
ing and selling electricity from the wind is no
different from any other businesses in that, to
be economically viable, the cost of making the
electricity has to be less than its selling price.

The price of electricity from any source de-
pends on the cost of generation and other fac-
tors that affect the market, such as energy sub-
sidies, taxes, and externalization of social costs.
Generally, the cost of generating electricity
(Belu, 2012) consists of: 1) capital cost - build-
ing the power plant and connecting it to the
grid; 2) operating costs - operating, fuelling,
and maintaining the plant; and 3) financing -
the cost of repaying investors and banks. The
decision whether to implement a wind energy
project is based on a feasibility study, whose
purpose it is to evaluate a project based on in-
formation on all aspects of implementation and
operation of the project. Data to be collected
for the feasibility study can be divided into: 1)
wind resource assessment; 2) electrical system;
3) land availability; 4) soil conditions; 5) load
pattern; 6) implementation expenses and capi-
tal costs; 7) operation and maintenance; 8) fi-
nancing; and 9) organizational data and infor-
mation. Reliable assessment and analysis of the
wind regime and characteristics is critical for
the project success and requires a sufficiently
long and accurate wind data set and/or model-
ing for the actual area or site.  

It is also evident from the previous sections
that the wind turbine performance at a site de-
pends heavily on the efficiency with which the
wind turbine interacts with the wind regime
(Rohatgi and Barbezier, 1999; Sumner and
Masson, 2006; Antoniou et al., 2009; Wagner
et al., 2009; Wharton and Lundquist, 2011;
Belu and Koračin, 2012). Hence, it is essential
that the characteristics of the turbine and the
wind regime at which it works should be prop-
erly matched. The capacity factor of the sys-
tem can be a useful indicator for the effective
matching of the turbine and wind regime. For
turbines with the same rotor size, rated power
and conversion efficiency, the capacity factor
is influenced by the availability of the turbine
to extract the prevailing wind. In other words,
the turbine should be individually designed
for a specific wind regime, and the turbine
characteristics should be defined according to
the site characteristics. However, wind tur-
bines of different ratings and functional veloc-
ities are available in the market. A wind ener-
gy project planner can choose a system that is
best suited for a specific site or location. The
performance estimation methods discussed
above can be used for such analysis. 
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6. STORAGE OF WIND-GENERATED 

ENERGY

The production of electricity is generally highly
centralized and often located a long distance
away from end users. Load levelling is initially
based on a prediction of daily and seasonal
needs. When production is not sufficient the
contribution of secondary modes such as
pump-storage hydro facilities and thermal
plants is used. Dispersed and distributed elec-
tricity production and the introduction of vari-
able and fluctuating sources such as wind and
solar increase the difficulty of stabilizing the
power network due to demand∑supply imbal-
ances, which can be mitigated to a certain ex-
tent by storage. Energy storage systems such
as batteries (Bayar, 2011; Holmbacka et al.,
2012), flywheels (Hebner et al., 2002), com-
pressed air energy systems (CAES) (EPRI,
1979), and pump-storage hydro systems
(PSHS) (Deane et al., 2010; Yang and Jack-
son, 2011) have been used to balance wind
variability and differences in production and
consumption. For more information about en-
ergy storage methods and use, interested read-
ers are directed to review such as by EPRI-
DOE(2003), Ibrahim et al.(2008), Chen et
al.(2009), Sundararagavan and Baker (2012),
and Shoppe (2010). Some of the key applica-
tions of electric energy storage systems in rela-
tionship to wind integration include: (a) load
shifting, which uses off-peak storage for on-
peak dispatch at the system level; (b) regula-
tion, which provides voltage and frequency
support at the transmission and distribution
level; and (c) power quality, which aids in
smoothing fluctuations at the distribution lev-
el (Ibrahim et al., 2008; Chen et al. 2009; Sun-
dararagavan and Baker, 2012).

Battery systems with about 70% efficiency
and capacities of about 1 MW (acid and nickel
types) are still not able to capture large-scale
utility needs. Flywheels have an efficiency of
about 80-90% and a capacity of about 10 MW,
but with a time scale of seconds to tens of min-
utes. The CAES systems have capacities of
about 300 MW, but efficiencies of only 66%.
The compressed air during a higher wind gen-
eration is burned with natural gas during the
reverse generation. The use of natural gas for
the energy storage reserve operation may
cause environmental concerns and, together
with the relatively low efficiency, may repre-

sent a sufficient reason for avoiding this type
of storage in some cases. The most appropri-
ate large-scale utility storage is a PSHS sys-
tem, which has an efficiency of about 80% and
average capacity generally in the range 100-
1000 MW. PSHS systems include reversible
pumps/generators connecting upper and lower
water reservoirs (Yang and Jackson, 2011).
Although there are some operational issues
due to rain, evaporation, snowmelt, droughts
and high and low temperatures, this is still the
best carbon-free large-scale utility storage.
These systems are also cheaper to build than
CAES systems. PSHS systems have a quick
operational response - they can be set in oper-
ation, and convert from pumping to genera-
tion or vice versa within 3-4 minutes
(Khartchenko, 1998). Historical development
of the PSHS systems as well as advantages and
barriers in using the PSHS system are de-
scribed in Yang and Jackson (2011). Ingram
(2009) estimated that the total capacity of the
PSHS facilities is 127 GW worldwide with ex-
pectations of additional capacity of 76 GW by
2014. Some additional storage systems include
Superconducting Magnetic Energy Storage
(SMES) and Advanced or “Super” Capacitors
(AC). The EPRI-DOE report (2003) discusses
these systems and others in detail with respect
to technology, installed capacity, facility size
range, and commercial availability. The report
also confirms the advantages of using PSHS
with dominant installed capacity up to 2.1 GW
compared to other storage systems (EPRI-
DOE, 2003).

7. WIND AND WIND POWER 

FORECASTING

Due to its high temporal and spatial variabili-
ty, wind power is a fluctuating source of ener-
gy. The main task of utility grid operators and
managers is to balance supply and demand,
i.e., generation, transmission, and loads, which
can be challenging due to the variability of the
wind over different operational periods
(Smith et al., 2007), especially for a grid with
high penetration of wind energy production
(Watson et al., 1994). Smaller percentages of
wind penetration do not represent a problem
for the utility grid, while larger fractions may
require grid redesign and restructuring. How-
ever large scale wind energy penetration re-
quires solutions to a lot of problems such as
competitive market designs, real-time grid op-
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eration, interconnection standards, ancillary
service requirements, power quality, transmis-
sion system capacity, power system stability
and reliability, pollutant emission reductions,
and optimal wind penetration (Lund, 2005;
Amjady et al, 2011; Foley et al., 2012). Im-
proved wind power forecasting is well accept-
ed as an efficient tool to overcome many of
these problems. In principle, thermal genera-
tion plant for reserve power generation are al-
ways needed, and in some cases curtailment of
wind energy can be prescribed to avoid over-
loading the grid. If the wind is provides 10%
of the resources, then the needed reserve is
approximately 3-6%, while for the wind gen-
eration fraction of 20%, the reserve should be
about 4 to 8% (Ford and Milborrow, 2005). In
depth discussions of wind forecasting issues
related to high penetration of the wind energy
into the grid are presented by Wu and Hong
(2007) and Marquis et al. (2011). Comprehen-
sive reviews of wind energy incorporation into
power systems are presented by Steftos
(2000), Wu and Hong (2007), Lange and
Focken (2005, 2008), Freris and Infield (2008),
Costa et al. (2008), Lei et al. (2009), Monteiro
et al. (2009), Blanco (2010) and Foley et al
(2012).

In today’s competitive energy markets, where
grid operators need to plan in advance capaci-
ty operations of conventional plants depend-
ing on wind-generated power penetration,
wind forecasting plays an instrumental role in
business planning and is useful for power sys-
tem operations, unit commitment, and eco-
nomic dispatch. Creating and using accurate
models for prediction of output power and
monitoring of wind turbines or wind farms are
challenging tasks which requires evaluation of
a large number of parameters (Kusiak et al.,
2009) over a wide range of timescales ∑ min-
utes or less for active turbine operations,
hours for grid variability, and days for energy
trading and scheduling maintenance of tur-
bines and transmission systems. An evaluation
of short-term wind speed prediction tech-
niques is shown by Sreelakshmi (2008). The
cost-benefit ratio on the use of predictive
technologies in electrical systems with high
penetration reaches 1:100 (EWEA, 2010).
Various classifications according to time-
scales or methodology are available for wind
power forecasting (Lydia and Kumar, 2010;
Amjadfy et al., 2001; Foley et al 2012). An im-

portant feature of forecasting methods is their
time horizon. The time horizon is defined as
the time period in the future for which the
wind generation will be forecasted. The time-
scales of wind power forecasting can be classi-
fied into three types: very-short term forecast-
ing (up to 8 hours ahead), short-term forecast-
ing (day ahead), and long-term wind power
forecasting (multiple days ahead). Wind pow-
er forecasting can be classified based on their
methodology into three main groups: physical,
statistical and learning techniques (Lange and
Focken, 2005, Lei et al. 2009, Wu and Hong,
2011). The physical approach consists of sim-
ple or complex mathematical models that use
numerical techniques to solve nonlinear equa-
tions describing atmospheric dynamics and
thermodynamics. They can provide results for
wind resources in space and time, and conse-
quent wind power can be diagnosed from
these results. The physical approach also in-
cludes specifics of site wind conditions, hub
heights of the turbines, and wind turbine oper-
ational power characteristics. In the statistical
approach, also known as Measure-Correlate-
Predict (MCP), the relationship between
measurements, weather forecasts, and output
power production from the time series in the
past is analyzed and described such that it
could be used in future. The models using Ar-
tificial Intelligence (AI) techniques learn the
relationship between input data (model pre-
dictions or/and measurements) and output da-
ta (power output) using algorithms that im-
plicitly describe highly complex, nonlinear re-
lationships between the inputs and the out-
puts, unlike explicit statistical approaches.
The learning approach makes use of software
computing techniques such as artificial neural
networks, Bayesian networks, and fuzzy logic
to learn the relationship between the forecast
wind and power outputs from the time series
of the past (Lange and Focken, 2005, 2008; Lei
et al., 2009). As an example, principles of AI
such as neural networks in combination with
wavelet transform (Catalao et al., 2011),
ridgelet neural networks (Amjady et al.,
2011), and time series and regression analysis
can be used for short-term forecasting. The
latter incorporates various techniques such as
Autoregressive Integrated Moving Average
(ARIMA) models, or bilinear and smooth
threshold autoregressive models. AI tech-
niques also include the use of Multi-Layered
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Perceptrons, Radial Basis Functions, Recur-
rent Neural Networks as well as Fuzzy Logic
and the combination of a Fuzzy Classifier with
a Temporal Neural Network. For very short-
term forecasting, artificial neural networks
with adaptive Bayesian learning and Gaussian
process approximation can be also used
(Blonbou, 2011). 

For forecasting time periods of one day or
longer, numerical weather prediction (NWP)
models operated on regional scales and meso-
scales can be used. NWP models solve the
Reynolds-averaged Navier-Stokes (RANS)
equation and the effect of turbulence is ac-
counted for using a turbulence closure model.
The forecast values from the NWP model are
used as input to these wind forecasting ap-
proaches. NWP forms the basis of the source
data for most of the wind power forecasting
and prediction methods. NWP models are
usually most appropriate for several days
ahead. There are three steps in wind power
forecasting: 1) calculating the wind speed and
direction from the models; 2) calculating the
wind power output forecast or prediction; and
3) regional forecasting or downscaling, which
may occur over different time horizons. Very
short time wind power forecasting up to sever-
al hours is usually statistics and AI based. To-
gether with learning approaches, they use a
large amount of historical time series data.
Mesoscale NWP model applications to wind
energy studies include the Penn State/Nation-
al Center for Atmospheric Research
Mesoscale Model 5 (MM5; Grell et al., 1994;
Jimenez et al., 2007; Horvath et al., 2012), the
Weather Research and Forecasting model
(WRF; Skamarock et al., 2008; Storm and Ba-
su, 2010; Horvath et al., 2012), the Regional
Atmospheric Prediction System (RAMS;
Pielke et al., 1992; Baidya Roy and Traiteur,
2010), Coupled Ocean/Atmosphere
Mesoscale Prediction System (COAMPS; Ho-
dur, 1997; Jiang et al., 2008), Aire Limitee
Adaption DynamiqueDeveloppement Inter-
national (ALADIN; ALADIN International
Team, 1997) model (Žagar et al., 2006; Hor-
vath et al., 2011), and the Mesoscale Atmos-
pheric Simulation System (MASS; Kaplan et
al., 1982; Zack et al., 2000).

In general, the use of mesoscale models at
higher grid resolutions presumably provides

more accurate representation of the spatial
and temporal wind variability and reduces the
systematic errors, such as of the mean and of
the standard deviation. The benefits of increas-
ing the resolution of mesoscale models are also
often found in predictions of higher wind
speeds and near-surface wind shear, which are
essential for wind power forecasting. Verifica-
tion in spectral space typically shows improve-
ment associated with the mesoscale portion of
the kinetic energy spectrum and more accurate
simulation of observed spectral power density
functions (Horvath et al., 2012). Nevertheless,
the improvement in accuracy brought by sys-
tematically increasing the resolution of
mesoscale models may not necessarily be a sys-
tematic one. Mesoscale model predictions may
also suffer from so-called “double-penalty” er-
rors, i.e., errors in time and space, which may
grow with resolution and in some applications
diminish the positive effects of higher resolu-
tion (e.g., Rife and Davis, 2005). Furthermore,
mesoscale predictions might be of limited ac-
curacy for simulation of stably-stratified noc-
turnal flows due to excessive mixing for flows
with large Richardson numbers (Cuxart et al.,
2006). Finally, the highest-resolution meso-
scale models configured with sub-kilometer
horizontal grid spacing still lack the energy of
motions on scales of around few hours and
shorter and generally provide simplified repre-
sentation of turbulence. The relative impor-
tance of these constraints, however, highly de-
pends of the type of the wind climate at a given
wind generating site. For understanding and
predicting micro-scale processes such as the
detailed structure of the flow and turbulence,
optimum set-up of the turbines (micro-siting)
and the effect of the wind farms on the bound-
ary layer, more complex tools need to be ap-
plied for maximizing wind energy production
and minimizing wind turbine fatigue load. 

In many cases deterministic single-value fore-
casts lack sufficient accuracy due to imperfect
model parameterizations and inherent uncer-
tainties and errors in initial (IC) and boundary
conditions (BC). Probabilistic forecasting with
ensembles of predictions of the same case can
be obtained by using multiple model's pertur-
bations in ICs and BCs and variations in
physics parameterization options (Anthes et
al., 1989; Stensrud, 2001). New approaches of
probabilistic approaches in support of the wind
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power forecasting are shown in Taylor et al.
(2009) and Pinson and Madsen (2009) and ap-
plications for system operators are shown in
Matos and Bessa (2010). Ensembles can be
generated using multiple models or an accu-
mulation of overlapping time-lagged averaged
single forecasts (Kalnay, 2003), in which a sin-
gle model is initialized and run, for example,
every 6 hours for 48 hours in advance, and the
overlapping forecasts are averaged to form the
ensemble. Ensemble forecasts are often gener-
ated using variants of the same model - differ-
ent data assimilation techniques (optimal in-
terpolation, 3D-Var or 4D-Var), different nu-
merical integration schemes, different frame-
works (Eulerian or Lagrangian), different
physical parameterization options, or/and us-
ing multiple models. Another type of ensemble
applies perturbations to ICs and BCs.The IC
perturbations are compatible with the realistic
error in the analysis at the time zero (the first
model guess field), i.e. uncertainty in the mod-
el due to the sparse near surface and upper air
meteorological observational network used for
model initialization. Studies have shown that
the ensemble means generally outperform any
of the individual members (Lewis, 2005). The
European Centre for Medium Range Weather
Forecasts (ECMWF) in Reading provides en-
semble forecasts twice a day with 50 members.
The U.S. National Centers for Environmental
Prediction (NCEP) provides ensemble fore-
casts with 11 members.

In summary, there is a strong need to further
advance models for operational management
and resource assessments with respect to mod-
el and parameterization development, im-
provement of initial and boundary conditions,
data assimilation, and ensemble forecasting
methodologies.

8. MODELING AND OBSERVATION 

OF WIND TURBINE WAKES 

The simplest tool for assessment of the effect
of wind turbine wakes describes wake expan-
sion and recovery using empirically derived
tunable coefficients (Katic et al., 1986). Com-
putational fluid dynamics (CFD) models em-
ploy the Reynolds-averaged Navier-Stokes
(RANS) equations in fully elliptical or para-
bolicized form with a wake model to calculate
flow properties (Sørensen and Shen, 2002;
Gómez-Elvira et al., 2005; Troldborg et al.,

2007; Jimenez et al., 2008; El Kasmi and Mas-
son, 2008). A review of CFD approaches to
wind turbine modeling is provided in Sanderse
et al. (2011). Direct numerical simulations
have yet to be applied to wind turbine simula-
tions due to their large computational expense
and associated limitations on the Reynolds
number conditions. However, another method
∑large eddy simulation (LES) ∑ has been used
for turbine wake research. In this method the
large scales of the flow are computed explicitly
and the effects of small scale turbulence on the
flow are modeled using a subgrid scale (SGS)
model. Some examples include the work of
Ivanell (2009), Calaf et al. (2010), Stovall et al.
(2010), Porté-Agel et al. (2010), Conzemius et
al. (2010), Churchfield et al. (2010), Wu and
Porté-Agel (2011), and Lu and Porté-Agel
(2012). Recent applications include parameter-
izations of wind farms in the Weather Re-
search and Forecasting model (Fitch et al.,
2012) and in the Regional Atmospheric Mod-
eling System (RAMS; BaidyaRoy, 2010).

With the current dearth of observations avail-
able for verification of turbine models and pa-
rameterizations, the fully waked (exact-row)
case for Horns Rev wind farms (Barthelmie et
al., 2010) has emerged as an important ground-
truth benchmark for many eddy resolving sim-
ulations. Some researchers have also begun to
focus on fully waked cases at other wind farms
such as Lillgrund (Churchfield et al., 2012) and
complex wake merging scenarios as well
(Smith et al., 2012). The lack of observations is
currently a large hindrance to the implementa-
tion of accurate and verified parameterizations
of wind farms in operational NWP models. 

Observations of wind turbine wakes and their
effect on wind farm performance, traditionally
done using SCADA (Supervisory Control and
Data Acquisition) (e.g., Barthelmie et al.
2010) or meteorological tower data (Schepers
et al., 2012), are increasingly being done with
second generation commercial sodar and lidar
platforms which can measure wind velocity up
to a few hundred meters above ground level.
Comparisons to traditional meteorological
tower measurements has been performed for
the ZephIR vertically profiling lidar (Pena et
al., 2009). Lidars also offer the possibility to
measure momentum flux (Mann et al., 2010)
and TI (Sathe et al., 2011). Offshore applica-
tion of vertically profiling lidars for wind ener-
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gy applications have also been explored
(Pichugina et al., 2012). ZephIR lidars have
been mounted forward-facing in turbine na-
celles to study oncoming wind profiles for en-
hancing turbine control (Mikkelsen et al.,
2012), and rearward-facing to study turbine
wakes (Bingöl et al., 2010). Scanning lidars
show great potential for characterization of
wind turbine wake recovery (Iungo et al.,
2012) as well as direct measurement of re-
sources over the farm-scale for assessment
and micro-siting purposes (Krishnamurthy et
al., 2012). 

9. WIND RESOURCES IN CLIMATE 

PROJECTIONS

Just as with the other aspects of climate, wind
statistics are subject to natural variability on a
wide range of time scales. Like other meteoro-
logical parameters, such as temperature, rain-
fall, or other climate variables, wind speeds
and directions change on time scales of min-
utes, hours, months, years, and decades. Fu-
ture climate change is expected to alter the
spatial and temporal distribution of surface
wind speeds and directions, with associated
impacts on wind-based electricity generation.
In the context of wind energy generation, even
small changes in the wind speed magnitude
can have major impacts on the productivity of
wind power plants, as the wind power rela-
tionship (Equation 1) is directly proportional
to the cube of the wind speed. However, the
predictions for the direction and magnitude of
these changes hinge critically on the assess-
ment methods used. Decadal and multi-
decadal variability in wind speed statistics cur-
rently introduce an element of risk into the
decision process for siting new wind power
generation facilities. Recent findings from the
atmospheric science community suggest that
climate change may introduce an added risk to
this process. Many climate change impact
analyses, including those focused on wind en-
ergy, use individual climate models and/or sta-
tistical downscaling methods rooted in histori-
cal observations. Wind speed and direction
vary on small scales, and respond in complex
ways to changes in large-scale circulation, sur-
face energy fluxes, and topography. Thus,
whereas multiple climate models often agree
qualitatively on temperature projections, wind
estimates are less robust (e.g., Pryor et al.,
2006; Pryor and Barthelmie, 2010). The spatial

variability of wind and its sensitivity to model
structure suggest that higher resolution mod-
els and multi-model comparisons are particu-
larly valuable for wind energy projections.

The IPCC report by Wiser et al. (2011) em-
phasizes the value of growing wind energy
generation in reducing current and future
greenhouse gas (GHG) emissions. Although
wind power generation in 2009 accounted for
only 1.8% of total power generation, it is ex-
pected to grow to 20% by 2050. U.S. DOE
(2008) recognizes that climate change has po-
tentially significant financial consequences on
wind plant facilities. For long-term planning of
wind resources, it is imperative to analyze his-
torical datasets and establish monitoring at
hub-height using meteorological towers and
remote sensing. Marquis et al. (2011) empha-
sized the need to investigate the impacts of in-
traseasonal and multi-year variability and cli-
mate oscillations such as ENSO and PDO on
wind resources. 

A comprehensive review of climate change
impacts on wind energy is shown by Pryor and
Barthelmie (2010). They discussed the main
changes in the wind resources due to climate
evolution. In particular, they focused on
northern Europe, where there is already sig-
nificant penetration of the wind energy. Ac-
cording to the analysis, until the middle of the
current century natural variability will exceed
the effect of climate change in the wind energy
resources. They conclude that there is no de-
tectable trend in the wind resources that
would impact future planning and develop-
ment of wind industry in northern Europe.
Pryor et al. (2006) downscaled winds from ten
global climate models at locations in northern
Europe and found no evidence of significant
changes in the 21st century compared to the
20th century. Predicted changes in the down-
scaled mean and 90th percentile are found to
be small and comparable to the variability as-
sociated with different global climate models.
Using another approach, Ren (2010) proposed
a power-law relationship between global
warming and the usable wind energy. The
power-law exponent was calibrated using re-
sults from eight global climate models. He
found that reduction of wind power scales
with the degree of warming according to
method and estimated that 2-4 degrees Celsius
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increase in the temperatures in mid to high
latitudes would result in a 4-12% decrease in
wind speeds in northern latitudes. Ren (2010)
suggested that an early maximized harvesting
will be more beneficial and should be carried
out as soon as possible while global warming is
not fully developed. More studies are needed
to resolve all uncertainties and errors in cli-
mate projections of wind resources under vari-
ous future emission scenarios.

10. CONCLUDING REMARKS

Many factors influence accurate assessment
and prediction of wind energy production. A
primary issue is adequate understanding of
the effects of wind variability, atmospheric
stability and turbulence on production. Non-
negligible error is incurred when the effects of
shear, TI, and atmospheric stability on the
wind turbine power performance are ignored,
as in the IEC standard, 61400-12-1 (2005). The
standard procedures are valid only for ideal
neutral conditions and a small wind turbine.
Besides the dominant cubic dependence of the
wind speed on the wind power density, there
are smaller but still important corrections to
the air density that are important to harvest-
ing wind energy at high-elevation sites. Cor-
rections that account for these factors must be
included in the power output estimates, and
more accurate predictions will help alleviate
production-consumption imbalances. These
imbalances can also be ameliorated through
the use of storage devices. The most appropri-
ate and efficient large-scale utility storage of
wind-generating power appears to be pump
storage hydro systems compared to other stor-
age types such as batteries, flywheel, and com-
pressed air energy storages. 

With increasing penetration of wind-generat-
ed power into the grid, forecasting on a wide
range of temporal scales is becoming signifi-
cantly more important for operations and
planning. Accurate wind and wind power pre-
dictions are required for high penetrations of
wind-generated power to help maintain the
grid stability. Many modeling tools of various
sophistications have been used for predictions
of wind and turbulence regimes - mesocale
models have been used for regional and wind
farm-scale assessment and forecasting of wind
characteristics, while large eddy simulations
and CFD have been used to model the de-

tailed structure of wind and turbulence at and
around wind generating facilities.

Climate projections and trends of wind re-
sources in changing climate are a topic of a de-
bate in the literature and require a thorough
investigation of models’ uncertainties and er-
rors and understanding the complex interac-
tion of atmospheric dynamics and thermody-
namics. This will contribute to understanding
the extent to which some of the predicted
trends are the result of the weather and cli-
mate variability or the result of inadequate
physical parameterizations in global and re-
gional climate models. In order to account for
uncertainties and errors in inputs and model
imperfections, there is a need to further devel-
op probabilistic wind and wind power predic-
tions on weather and climate scales.
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