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Discrete-time multiserver queues have been successfully used in foenpance evaluation of computer and
communication systems in various contexts such as TDM, voice-dataatitegrdeflection routing and more re-
cently, ATM-switching technology. In digital communication systems, dnsfaire used for the temporary storage of
digital information awaiting transmission via some communication channé&l&lally, information presents itself
in the form of fixed-size packets, and synchronous (slotted) tranemissused so that the buffers can be modelled
as discrete-time queuing systems. In this article, performance analysace division output buffered switches
operating in an ATM multimedia environment is presented. Fixed size pmakeve onto the switch inputs in each
time slot. The switch is modelled as a discrete-time, batch arrival, multisgoeering system, with infinite buffer
and geometric service times. The main contribution of this work is using muiéisease and geometric service
time. Many performance measures such as System occupancyin@tiewe, Unfinished work and Waiting time
are analysed. Probability Generating Functions (PGFs) and expectftiche corresponding random variables
are derived. The results of the analysis have been verified in many. iisst, they have been used to generate
the results of some previous analyses as special cases. Seconuh\tmisly seem to preserve classical queuing
relations (e.g. the famous Little’s formula). Last, they have been showenerate intuitively acceptable graphs,
when translated into numerical values.

Key words: Data Communications, Performance Analysis, Output Buffered Sveit@yestem Occupancy, Multi-
server queues

Procjena u€inkovitosti prospajanja komutatora. Diskretni viSeserverski redovi uspjesno su koristeni kod
analize @inkovitosti r&unalnih i komunikacijskih sustava u raatim okolnostima poput TDM-a, glasovno-
podatkovne integracije, ATM komutatora. U sustavima digitalnih komunikdxiféeri se koriste za privremeno
pohranjivanje digitalnih informacija kojgekaju na prijenos preko komunikacijskih kanala. Walno se informa-
cije prikazuju u formi paketa fiksne vélne, a sinkronizirani prijenos koristi se kako bi bufferi mogli biti nedicani
kao diskretni sustav&kanjem. U ovomélanku prikazana je analiz&imkovitosti komutatora u ATM multimedi-
jskom okruzenju. Paketi fiksne véine stizu na ulaze preklopnika u svakom vremenskom okviru. Prelkiopn
je modeliran kao diskretni viSeserverski sustav s batch dolascimaksre@nim bufferom i geometrijskom raz-
diobom vremena servisa. Glavni doprinos ovog rada je koriStenjeerifaskog sltaja i geometrijske razdiobe
vremena servisa. Analizirane su mnoge mjdriakovitosti kao Sto je zauzetost sustava, vrijgtekanja, nezavrsen
posao. lzvedena je funkcija izvodnicadekivanje za odgovaraje sli€ajne varijable. Rezultati analize provjereni
su na mnoge r@ne. Prvo su koriSteni za generiranje rezultata nekih prethodnih ark@@zaosebnih skajeva.
Zatim je utvideno da @ito zadrzavaju klagne relacije (npr. poznata Littlova formula). Kame, pokazano je da
generiraju intuitivno prihvatljive grafove kada se prenesu u nutkenrijednosti.

Klju €ne rijeci: prijenos podataka, analiz&inkovitosti, komutatori, zauzetost sustava, viSeserverski redovi

1 INTRODUCTION cessors,operating systems, computer architecture aae org
nizations, network configurations,languages and database

Performance analysis is the study of the performancére all subjects of investigation and optimization [1].
and behaviour of computer systems in order to makd here are many different ways to measure the performance

choices in the design, selection or procurement of thesef a network, as each network is different in nature and
systems and their components that balances computer sydesign. There are two basic areas of performance anal-
tem performance with cost. Thus, systems such as: prd/Sis one measurement and analysis of systems and the
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other modelling.. For measurement and analysis we need While both analytical and numerical results have been
statistics and data analysis methods, mathematical expresbtained on many occasions with respect to performance
sions and measures and experimental design tools, whileeasures related to the buffer contents distribution [21],
for modelling we need probability, queuing theory, simula-[12] for the case of multiserver [14], [22] as well as for
tion techniques and state transition diagrams that allew ththe single server case [23] the derivation of delay charac-
network planner to analyze how the network will performteristics has received much less attention in the past. More
in each state, ensuring that the network will be optimallyspecifically, analytic results have been limited primatily
designed [2]. the single server case, whereas the multiple server case has

An ATM network is made up of an ATM switch and mainly been investigated by means of numerical methods.
ATM endpoints. Examples of ATM endpoints are worksta-  In most cases, analytic results concerning the delay are
tions, routers, digital service units (DSUs), LAN switches limited to the mean value of the packet delay [16] which
and video coder-decoders (CODECS). In the ATM switchcan be obtained by means of Little’s Theorem, although
the ATM cells have to be transported from an inlet to oneother performance measures related to the delay, such as
or more outlets. In principle, an ATM switch shall perform the variance and the tail distribution, are equally impairta
the following two basic functions: switching and queu- for a wide range of applications, including system design
ing [3]. Queuing is the primary factor determining the per-in ATM-based B-ISDN networks [24]. In a number of pa-
formance of a switch. The queuing can be simply classifieghers [19] delays are analysed for single server queueing
into four categories. These are determined by the physicalystems where packets arrive according to an correlated ar-
location of the queues: at the inputs, the outputs, inputsival process. The rest of this paper is organized as follows
and outputs, or shared queuing. In output queuing soluNext section introduces the mathematical model assump-
tion, every output port must be able to accept cells frontions. In sections 3 and 4, we calculate the PGF of system
every input port simultaneously during one time slot [4]. occupancy, the expected value of system occupancy, and
However, only a single cell may be served by an outpuintroduce some numerical examples. Section 5, 6, and 7
port, thus causing possible output contetion. The possiblare for calculation of PGFs of unfinished work, queueing
output contetion is solved by queues which are located @tme, and waiting time respectively. Section 8 gives expec-
each output of the switch fabric and allow it to store multi- tations, numerical examples and final results. Last section
ple cells which may arrive during one time slot. is for conclusion.

Recently, with the advent of ATM-based multiservice  All the computations in this paper have been verified
networks, a renewed interest in discrete-time models bewith Mathematica [25].
comes apparent. Usually, the quantities studied in these
investigations are the buffer occupancy, system occupancg MODEL ASSUMPTIONS

ﬁ]nt?];hsu?feelfft (ngmign ;Itgr?sg:)(gizgfer;gi?mbgrtr:]jtipsae(;\l;gts First of all, it is assumed that the switch operates in a
' Y ' discrete time manner. That is, the time axis is divided into

queues have been successfully used in the performang?ots, each equal to the transmission time of one packet.

evaluation of computer and communication systems in varz L " .
ious contexts, such as TDM [5], voice-data integration [6],.Non negative integers = 0, 1,--- , are assigned to the

deflection routing [7] and more recently, ATM-switching individual slot boundaries. Time interved, & + 1) is re-
technology [8] ferred to as slok + 1. Furthermore, most of the quantities

) ) ) considered in the article are RVs, all of them non-negative
In [9], [10], [11] the delays in various multiserver sys- 4nq integral valued.

tems are investigated, and in [12] packet delays in single

server systems with various types of first order Markovian

correlated arrival processes are studied. Also, the discre ~ The switch has the following assumptions, largely re-
time queues with or without server interruptions have reflected by Figure 1. There ar& input ports andV
ceived great attention in the scientific literature. Botinsi buffered output ports, each withchannels. The arrivals
gle server [13] and multiserver [14] have been analysecht the input ports are Bernoulli processes. That is, moni-
One of the earlier papers is the analysis by [15], who inforing an arbitrary input port, every slot a packet will ar-
vestigated a finite multiserver queue without server interfive with probabilityr and will not arrive with probability
ruptions. Most authors, however, analyse an infinite sysf = 1 — . This implies that the arrival rate at any portis
tem [16] Some make specific assumptions about the apackets per slot. Also, itimplies that the packet intevairi
rival process [17] while general independent arrivals ardime is geometrically distributed with parameter
considered elsewhere [18]. Several models have been used A packet that has arrived at an input port is routed in
to describe the interruption process. Models with correlathesame slot to its requested output (a channel). The prob-
tion can be found in [19], [20]. ability that the packet requests a particular output pst
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slotk slotk + 1 slotk + 2

k+1 k+1
AT+ A

Input ports Output ports Time Axis k‘ l k "“ 1
[——
1 Buﬁers cch:annels ) Plka P2k Pl + , P2 +
_ k+1 k+1
¢ channels Dl + D2
— T =
Fig. 2. The system occupancy in two successive slots
. . o calledwaiting time. If a packet arrives into the port, it en-
H—H —r ters either service, if there is an available channel farit,
N Ll a queue, if there is no available channel for it. In all cases,
entering service or queue takes place exactly at the begin-

ning of the slot following the arrival slot. This implies tha
a packet isiot considered to be in the port in its arrival slot.
If a packet is being served during a particular slot, it may
Fig. 1. An N x N output buffered space division switch  finish service only at the end of that slot. As indicated in
with ¢ channels at each output port. Figure 2, in each slat, A*¥ = 0,1,--- , N, packets arrive
from the input ports into the port. Thé* are independent
and identically distributed (iid) RVs. Note that due to the

foralls = 1,2,-..,N. The packet request is inde uniformity of the traffic, the arrival rate into the port,is

Bgndent_ of the input port it arrive§ intp. It is clear that thethe same as those into an input port,
probability of having a packet arrival in the output buffer, o

coming from any given input link, during any given slot, ~ Leta, a”dA(Zk) be thecommon distribution andcom-
is equal to--. As the arrival processes on different input MON PGF of theA”. Thatis

links are independent, it is thus clear that the total number

of packets arrivals during each slot has a binomial distribu a, 2 Pr[AF =], k=0,1,---,

tion with parametersV and _;, i.e. with expected value and

. Also, the total numbers of packets arrivals in the buffer

during different slots are independent RVs. So, the arrival N ‘ .
process can be modelled by a binomial distribution A(x)2Y az=F [zA } , |z| <1,
i=0

It can be seen from the above assumptions that the traf-

fic into the switch, out of the switch, and inside the switch,yhere the notatio ] denotes the expectation of the RV
is uniform. As a consequence, modelling the switch reyanveen brackets. It can be easily shown that
duces to modelling an arbitrarily ‘tagged’ output port. Un-

less otherwise indicated, the word ‘the port’ in the sequel N r\! r \N—? )

will refer to this tagged output port. Buffered, the port can % = (Z ) (ﬁ) (1 - W) ) i=0,1,..,N,
be conveniently modelled as a queueing system. In every

slot, a batch of packets arrives at the port from the input - N

ports. These packets wait in the buffer until they are served A(z) = (1 -t C—Nz) (1)

out of the port, hence out of the switch.

The port can be looked upon as made up of two parts:
the buffer and the channels. The buffer is of infinite ca- Let D*+'be the number of class 1 packets that will
pacity and is used to host packets arriving from the inputeave the port at the end of slét+ 1 with distribution
ports. The time the packet spends in the buffer is called;. In each slot a packet leaves a server with probability
gueueing time. Thec channels are used to host the depart-s or does not leave with probability then the number of
ing packets. Physically, they could be registers. The tim&eparting packets per slot follows a binomial distribution
the packet spends in the server (channel) is cadedce  This implies that the service times of packets are geomet-
time. The sum of the queueing time and the service time isically distributed with parameters
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Let X* = 1,2,..., be the service time of the packet
that arrives into the port in sldt It is clear that theX* are
iid. Letz, andX (z) be the common distribution and com-

To define the PGFP(z), given by (8) completely,
we have to define the unknown probabilitips, j
0,1,...,c—1. We will apply Rouche’s Theorem to the de-

mon PGF ofX*. From the assumptions, it can be shownnominator of (8), and proceed to consider pogtswithin

thatz, = s5°~1, and that

3 SYSTEM OCCUPANCY

Let P* = 0,1,---, be a RV denoting the port occu-
pancy in slotk, with distributionp® and PGFP*(z). That
is

P*(2) = przl =F [zpk] . 4)
=0

Looking at the existing packef3* at slotk as indepen-

dent trials where in each slot a packet leaves a server with

probability s or does not leave with probabiliy; then the
number of packets served by the end of &let 1 (D**+1)
is going to depend o®*, with the following conditional
distribution

Pr [D*! = i|P* = j]

Z s i j<ei<]
- f s5°70 if j>ei<ce )
0 otherwise

The evaluation of the system occupancy in two succes-

sive slotsk, k + 1 can be described, in view of figure 2, by

the following RV equation
Pk+1 _ Pk _ Dk+1 +Ak+1. (6)

Using (6) and all the possible combinationsff, D*+1

in (4), then applying (5), and after some manipulation, we

get
PFL(2)
E |:ZPk_Dk+1+Ak+1:|

E|: Ak+1 Pkka+1:|
z z

— A(2) i [(s +32) — (s 4+52)° zﬂ‘—c} Pt
+A(zj)=((; +352)° 2Pk (2). @)
At the steady state,
P = Af(lg)(i 52 (©)
§ {(s +352) — (s +352)° zj_c} ;-
=0
199

the unit disk for which the denominator of (8) is equal to
zero. Then

For any such point,, |¢,] < 1,n = 0,1,2,...,¢— 1

we must have a simple zero. It can be shown that the
function P(z) is bounded within the unit diskz| < 1
therefore, both the numerator and the denominator of (8)
must be zero for the same valueszof Then substituting
with the zerog,, in the numerator of (8) and provided that
A(€,) # 0, we get

c—1

&3 [(s+ 560 — (s 4567607 s
§=0
= 0 (10)
n= 1,2,...,c—1,

g Ly e

which arec — 1 equations inc unknowns. The equation
numberc needed to solve for the unknown probabilities
comes from the normalization conditid®(1) = 1 but let
us first write (8), in the form

B A(2)®(z
PO = A s (11)
D(z) = 2° %
c—1
{(s +32)) — (s +732)° 2! c} P
j=0
®(1)=0 (12)
Taking the first derivative of (12) at= 1, thus
, c—1
®(1)=s) [c—Jlp; (13)
§=0

Applying the normalization condition to (11) after apply-
ing L'Hospital's rule, we get

(14)
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Equations (10) and (15) can be written explicitly, as the

following ¢ equations

(€5 — (s +361) ] po
+ [f{ (S+8£1) (S+S§1 cf p1
i (s4+36)° _
+ +|: (8 8511 :| Pe—1 =
[€5 — (s +382)] po
+ (&5 (s +3&) — (5+S§2 )“&3] ;1
& (s +356)°
i +{ (s +562)° } et
S (34(-8§c 1) })Po
c 5+5£c 1
+|: (Sis£c 1) §c1:|p11
.. fc— (S+§£C—1)C_
* - { _(;"‘gfcfl)cfg:% }pc_l
)
r
sepo+sle—1p1+ -+ Pe_1 = s — —

C
(16)
which are ¢ equations in thec unknownsp;, j =
0,1,...,c— 1, and can be solved numerically to find the
unknown probabilities, as soon as the value: @ spec-

ified. Now, to continue our calculation and measurement

we have to define the value of by taking some special
cases for.

Case 1 : PGF of the System Occupancy When =
1.Substituting forc = 1 in (8), thus

Az = (s + 5210

P(z) = z— A(2) (s +32) (17)
After finding pg
ro=(-0) e

Case 2 : PGF of the System Occupancy When =
2.Substituting forc = 2 in (8), thus

1
Ple) = 22 — A(z) (s + 52)° .

(A(z) [22 —(s+ §z)2} Do
+A(z) [22 (s+352)—(s+ §z)2 z} pl)

(19)
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After calculatingpy andp;, we get
Az
P(s) (2) .
22— A(2) (s +32)
{ 22— (s+ 52)2}
B1(2s—1)

)

X

a1 fe—azf1

+ [22 (s+352)— (s+352)%2| x
(#355%) )
(20)
a = [5% — (s +§§1)2} , =28
£ (s—|—5§1) B (21)
ﬂl |: (S+S£1) :| 762_8'

4 EXPECTATIONS AND NUMERICAL EXAM-
PLES

4.1 Expected Value of the System Occupancy When
c=1

To ease the calculation of the expected value of the sys-
tem occupancy let us write (18), in the form

ro-(-0%8 e
D (2) A(2) [z — (s +352)],
0(z) = z—A(2)(s+732). (23)

Taking the first derivative of (22) at = 1, using
L'Hospital’'s rule twice, and after some manipulation, we
will get

A"(1) +2r — 212
2(s—r)

N

E[P] (24)
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Fig. 4. Expected system occupancy E[ P] vsthe servicerate
s, N=8,c=1

4.2 Expected Value of the System Occupancy When
c=2

Taking the first derivative of (20) at= 1, we can show
that

B[P = 7(431_ 5
[ 252 = s] (01 + 02) }
—+sr (201 + 02)
(2014 02)s
(4s — 7”)2 8 (23)
[45 2— 8] — 4r5 — 2A”(1)]
_ [25[2 — 8] (01 + 02) + 75 (201 + 02)]
(4s — 1)
_ (20’1 + 02) S %
(4s —r)?
r? (N —
{45[2—5} e E(NN 1)] ,
201

whereo, oo are given by

__ Pils—1)
T Ty (1B — af)’ (20)
ay (4s—)
g9 =

2 (a1 — a2fh)

Now we introduce many numerical examples which
verify the results. From figure (3) we note that, the ex-
pected value of the system occupancydot 1 increases
when increasing the arrival rate of the packets for a given
values of N, s. In the same figure, it is easy to note that
the expected value of the system occupancy decreases also
when the service rate of the system increases. Figure (4)
gives us the relation between the expected value of the
system occupancy and the service rate of the system for
r = 0.1,0.2,0.3, and N = 8. As should be, the system
occupancy decreases as the service rate increases and vice
versa.

£ 025 \
02
0.15

- \‘k
0.05

0 0.2

——r=0.1
——r=0.2
——r=0.3

Expected system occupancy
E|

04 0.6 0.8 1

Service rate s

Fig. 5. Expected system occupancy E/[p] vsthe servicerate
s, N=8,c=2

Again, we will focus on the expected value of the sys-
tem occupancy but for = 2. In figure (5), the expected
value of the system occupancy is plotted as a function in
the service rate for arrival rate = 0.1, 0.2, 0.3, and
N = 8. As clear in the figure, the expected value of the sys-
tem occupancy increases when the service rate decreases
for a given arrival rate. Moreover, as the arrival rate in-
creases and the service rate increases, this gives the best
E[P].

As a final conclusion of the results, we introduce fig-
ures that show a comparison between the system measure-
ments for both cases when= 1,¢ = 2. It is very clear
in figures (6) and (7) that the system measurements are
improved by using multiserver (= 2) rather than single
server, as we should expect.

5 UNFINISHED WORK

Before deriving the PGF of the unfinished work, let us
define the following:
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1. LetU* be a RV representing the unfinished work at

the end of slok with distributionu? and PGRU* ().
That is

Uk(z2) = iuk i— g [ZU} : 27)
=0

2. Let X be a RV representing the service time of an ar-
bitrary packet, i.e. it represents the humber of slots
that an arbitrary packet spends in service, with geo-

metric distributionz; and PGEX (z). That is

Sz
——, and

X() = (28)

25

Lm=5 @

the service times of the packets arriving together in
slot &, with distributiong; and PGRG(z). That is

G(z)=E {ZZ?’ZX“‘)] =A(X(2). (30)

4. Let L**! be a RV representing the amount of work
done (measured in slots) during slot- 1, with dis-
tribution I; . Clearly L**! depends orU* with the
following conditional distribution

1 ifi<ej=1
fi>cj=c .

0 otherwise

(1)

Ljur=i ==

The unfinished work in two successive slétsk + 1
can be described by the following RV equation

Uk+1 _ Uk 7 Lk+1 + GkJrl' (32)

Using (32) and all the possible combinations of
U*, L**1in (27) then applying (31), and in view of prob-
ability theorems, after some manipulation, we reach

UM (z) A(X(2))z27¢x (33)
Z [2¢ — 2] uf
i=0

+A(X(2)) 27U(2).

Taking the limit of (33) at the steady state,/as> oo,
and solving forU (z), so

AXE) S [ = u

= 34
For defining unknown probabilities;, 0 < i < ¢ — 1
consider pointst;,i = 1,2,...,¢ — 1 within the unit
disk for which the denominator vanishes. &p =
A(X(&5)).Then
c—1
Z (&= &ui=0, j=1,2,...,c—1,  (35)
1=0
Also, it can be shown that
c—1 r
Z[c—i]ui:c——. (36)
=0 s

Equations (35) and (36) areequations in the unknowns
u;, 1 = 0,1,...,¢— 1 and they can be solved to find the
unknown probabilities. Then

3. Let X be a RV representing the service time of the

ith packet of all the packets arrived in the same slot
i.e. it represents the number of slots that this packet

spends in the server, note that the RV?) has the
same distribution as(.Let G* be a RV representing

AUTOMATIKA 56(2015) 2, 196-206
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6 QUEUING TIME Q(z) = F(X(2)z°¢ (45)
To derive the PGF of the queueing time let us focus on y ( _ 7) ﬁ U(z)
an arbitrary packet that arrived in slot The queuing time ¢ — (1- 52

of this tagged packet consists of two parts. The unfinished

work of the system at the end of slbt— 1 and The ser- Now, substituting forU(z) from (37) in (45), and after
vice time for all the packets arriving in slétbut served some manipulation, thus

before the tagged packet. Let us define the following: Let

Q* be a RV representing the queueing time of the tagged @(2) = F(X(2)) (46)
packet arriving at slok, i.e. it represents the number of r (z — 1 6*1 (2 — 51
slots that this packet spends in the queue, with distribu- X (C - g) P H 1—-¢)
tion ¢¥ and PGFQ*(z). Let F* be a RV representing the )i !

number of packets arriving in slatbut served before the  atiar the derivation off

itis given b
tagged packet with distributioff and PGFF*(z). Let V* (2).ltis g y

be a RV representing the service time of the packets arriv- G  cA(z)—1
ing in the same slot as the tagged packet but served before F(z) =) fiz' = e P (47)
it, That is =0

o0 Substituting forz = X (z) in (47), thus

kz):foi:E[sz}. (38) ’ ()in 1)
r(X(z)—-1)
k
vk — i X0, (39) Substituting forF’ (X (z2)) from (48) in (46), therefore
=t Q(2) (49)

where X ()| represents the service time of thté packet c(A(X(2)) —1)
of the packets served before the tagged packet. II*et = W
be a RV representing the amount of work done in glot c71
with distributionl,,.From the previous assumptions we can % (C _ L) (z— 1 H (z = &)
conclude that the queueing time can be expressed by, the cs/ 2¢ — 121 (1-&)

following RV equation
whereX (z) is given by (28).
Q* =U*! - L* + V* Then (40)
7 WAITING TIME
Q" (z) = VF(2)E [zU’“’l—Lk} . (41)

Let us define the RW/’* to represent the waiting time
of an arbitrary packet "tagged packet” at stotvith distri-

Computing the value of the factds [zU’“_”Lk] in(41), | onw! and PGAV(2). Thatis

we realize that

I
-

c

. Wk(z) = whz' = F LA 50
Qk(z) = Vk(z)z_c [zc — zz] uf + Vk(z)z_CUk(z). 2) ; [ } (50)

Il
=)

_ _ _ (42)  To derive an explicit formula fofV*(z) we note that the
Using (39) we can derive an expression i6f(2), itis  waiting time of the tagged packets in the system at slot

given by consists of the queueing time of the packet added to the
service time of this packet, so they are related by the rela-
VE(z) = F* (X(2)) . (43)  tion
SubstitutingV’* () from (43) in (42) and taking the limit wk = QF + X*, (51)
of it at the steady state, &s— oo, thus we will have (42) wk _ k() Xk 52
o1 where X* denotes the service time of the tagged packet.

[2¢ — 2] u; + U(2)| . Then At the steady state, ds— oo, (52) will be written in the
' form
(44) W(z) = Q(2)X(2). (53)

Q(z) = -

M

=0
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Substituting forQ(z) from (49) in (53), we finally get e
2 2
W (z) (54) : o -
= ——s=0.
c(A(X(2)—1) FIRE B
r(X(z) - 1) s 52075
T (z — 1 (- 51 $ 2
x (C B &) c— H (1-¢&) g o ‘ : ‘ ‘ ‘
1:1 v fn 0 0.2 0.4 06 08 1
whereX (z), is given by (28). b

8 EXPECTATIONS AND NUMERICAL RESULTS Fig. 8. Expected waiting time E[WW] vsthe arrival rate r,
8.1 Expected Value of the Unfinished Work N=8,c=1
The expected value of the unfinished work of the sys-

tem at the steady state can be found from (37) by evaluatin | -, 20 -
the first derivative ol/(z) atz = 1. It can be shown that E "
= ——r=0.1
E{U] £ 10 ——1=0.2
_ 1 g =03
(2¢s —7) = 51
[3]
X (r (c— —) —cs(c—1) + 7: + 4 8(1)> ::? i 0 02 04 06 08 1
1 . Service rate s
+; TTE (55)
Fig. 9. Expected waiting time E[IV] vs the service rate s,
8.2 Expected Value of the Waiting Time N=8,c=1
To obtain an expression for the expected value of wait-
ing time of a packet we will apply Little’'s Theorem [26]. As obvious in the figures (8) and (9), the expected value
Whene = 1, from (54), we will have of the waiting time of a packet increases when the arrival
rate of packets increases but it decreases when the service
1A (1) +2r — 22 rate of the packets increases as it is clear in figure (9).
E[W]:; 2(s—1) ’ (56 Case2:c=2
CalculatingA” (1) and substituting in (56), hence
and where = 2, using (54), we will have
E[W]
2
E[W] -
[23[275](ah(lag)jt)sr(QalJraz)] { [25 [2 — S} (0’1 + 0'2) +rs (201 + 0'2)]
= (201+032)s [4s[2—s]—4r5—24" (1)] {57) (4s —7)
(@s=r)? - Gatane
[43 [2—s] —4r5— - (NNl)} ’
_ By (4s — 1) 8
91 = T3 (182 — azBy)’ (58) whereoy, 0, are given by (58). Figure (10) shows that
ar (4s — 7) Fhe expeqted valug of the waiting t!me incregses due to the
0y = Q- increase in the arrival rate for a given service rate and as
(a1f2 — aaf31)

the service rate gets lower the expected value of the waiting
Case L:c = 1. CalculatingA” (1) and Substituting in  1M€ gets bigger, as expected.

(56), hence 8.3 Final Results
1 2 (N —-1) 5 Figures (11) and (12) give comparisons between the ex-
EW] = 2 (s —7) Y +2r—2r pected waiting times for both cases whes: 1,¢ = 2. It
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0 0.2 0.4 0.6 0.8 1

Arriva rate r

Fig. 10. Expected waiting time E[W] vsthe arrival rater,
N=8¢c=2

are improved by using multiserver £ 2) rather than one
server as we should expect.

" 7
E 6
pes 5
:g 4 ——c=1
© -
= % ; —a—Cc=2
K
2 1
g 0+ T T T T 1
i 0O 02 04 06 08 1
Arrival rate r

Fig. 11. Expected waiting time E[W] vsthe arrival rater,
N =8,5=0.9

9 CONCLUSION

g 10
g @
:§ g 6 ——c=1
-5 W 4 —a—Cc=2
g 2
o
g‘ O T T T T T 1
L

0 0.2 0.4 0.6 0.8 1

Service rate s

Fig.

12. Expected waiting time E[WV] vsthe servicerate s,

N=8,r=0.1
is very clear in both figures how the expected waiting times

(2]

(3]

(4]

(5]

(6]

(7]

(8]

In this article the main contributions have been using
multiserver case and geometric service time. The switch as
a whole has been modelled as a discrete time, multiservetg]

server, batch arrival, infinite buffer queueing systemhwit

geometric service time. We have obtained PGFs for four
performance measures: occupancy, unfinished work, queu-
ing time and waiting time. The PGFs have been used tg,q
derive the corresponding expectations. The results of the
analysis have been verified in many ways. First, they have

been used to generate the results of some previous analyseg

as special cases. Second, they obviously seem to preserve

classical queueing relations (e.g. the famous Little’s for

mula). Last, they have been shown to generate intuitively

acceptable graphs, when translated into numerical valueg.2]

All the computations in this paper have been verified with

Mathematica
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