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Abstract 
Ecology as a scientific discipline has been devel-
oping rapidly and becoming the interdisciplinary 
science based on Information and Communica-
tion Technologies (ICT). Discovering, integrating 
and analyzing a huge amount of heterogeneous 
data is crucial in exploring complex ecological 
issues. Ecoinformatics offers tools and approach-
es for the management of environmental data 
which it transforms further into information and 
knowledge. The development of Information 
Technologies with the special emphasis on the 
research methods of gathering and analyzing 
data, their storage and data access, has signifi-
cantly enhanced the laboratory methods and their 
reports. The above, influences the data quality, as 
well as the research itself. Moreover, it provides a 
stable base for the development and the replace-
ment of missing data. The improper missing data 
handling can lead to invalid conclusions. There-
fore, it is important to use the adequate methods 
for handling the missing data. This paper com-
pares The Deleting Rows Method (Listwise Dele-
tion Method) and six single imputation methods, 
namely: Last Observation Carried Forward 
(LOCF), Hot-deck Imputation, Group Mean Im-
putation, Estimated Mean Value Imputation (Re-
gression), Mode Imputation and Median  Imputa-
tion. For the purposes of this study, the actual, 
empirical data was collected and used from the 
non- Gaussian probability distribution of the 
observed technical system. Mostly, these are 
asymmetric probability distributions with a tail. 
Data sets with missing data were created by de-
leting values with a random number generator. 
The experiment was repeated three times for each 

Sažetak 
Ekologija kao znanstvena disciplina brzo se razvi-
ja i postaje interdisciplinarna znanost koja se 
temelji na informacijsko komunikacijskim 
tehnologijama (IKT). Otkrivanje, integriranje i 
analiza ogromnih količina heterogenih podataka 
je ključno u istraživanju složenih ekoloških pitan-
ja. Ekoinformatika nudi alate i pristupe za uprav-
ljanje okolišnim pokazateljima i pretvara ih u 
informacije i znanje. Razvoj informacijskih 
tehnologija s posebnim naglaskom na metode 
istraživanja prikupljanja i analizu podataka, 
njihovu pohranu i pristup podacima znatno 
poboljšava laboratorijske metode i njihova 
izvješća. Sve to utječe na kvalitetu podataka, 
uključujući istraživanja i pruža stabilnu bazu za 
njihov razvoj i zamjenu podataka koji nedostaju. 
Nepravilno rukovanje s „nedostajućim podaci-
ma“ može dovesti do pogrešnih zaključaka. 
Dakle, važno je koristiti odgovarajuće metode za 
upravljanje podacima koji nedostaju. U ovom 
radu će se usporediti metoda brisanja reda te šest 
metoda jednostruke metode imputacije: metoda 
posljednjeg provedenog promatranja, metoda 
Hot-deck imputacije, metoda imputacije srednje 
vrijednosti grupe, metoda imputacije procijenjene 
srednje vrijednosti (regresija), metoda imputacije 
moda i metoda imputacije medijana. Za potrebe 
ovog istraživanja, prikupljeni su empirijski po-
daci tehničkog sustava kod kojih se podaci ne 
raspoređuju prema Gaussovim distribucijama 
vjerojatnosti. Uglavnom su to asimetrične dis-
tribucije s repom. Skupovi s nedostajućim po-
dacima stvoreni su brisanjem vrijednosti koristeći 
generator slučajnih brojeva. Eksperiment je 
ponovljen tri puta za svaku ispitivanu varijablu 



139

Lovorka Gotal Dmitrović, Vesna Dušak, Jasminka Dobša: MISSING DATA PROBLEMS IN NON-GAUSSIAN PROBABILITY 
 DISTRIBUTIONS 

Informatol. 49, 2016., 3-4, 138-152 
 

 
ISSN 1330-0067                                                                                                                                                                                        Coden: IORME7  
 
 

100%, 95% and 75% sets of the collected data. 
Experiments have shown that the best imputation 
data results were provided by Hot-Deck Method, 
especially when there was a larger number of 
missing data, which has been confirmed by the 
Tests of Goodness. The same results, regardless of 
the set size, were provided by Listwise Deletion 
Method, which is simpler. 
 
 

nad skupovima od: 100%, 95% i 75% prikupljenih 
podataka. Eksperimenti su pokazali da je najbolje 
rezultate imputacije podataka dala Hot-deck 
metoda, naročito kad nedostaje veći broj po-
dataka što su potvrdili i testovi slaganja. 
Iznenađujuće je to da skoro jednako dobre re-
zultate, neovisno o veličini skupa, daje metoda 
brisanja redaka koja je puno jednostavnija. 
 
 

Introduction 

Data collection and cleaning is a fundamental 
requirement for high quality research commis-
sion, and requires a significant amount of work-
ing hours. The available data is often incomplete 
and sometimes   indistinguishable. Ecological data 
could be collected and organized in many differ-
ent ways, for example, by observations and man-
ual recording in the laboratory, by collecting field 
data via hand-written sheets, tape recorders, and 
computers, as well as by automated data collec-
tion via laboratory and field instrumentation. 
According to C. Strasser /1/, data management 
planning is often underappreciated in a project 
design. Nevertheless, it can save time, enhance 
research efficiency and, most importantly, it can 
fulfil the obligations to the research sponsors that 
increasingly require explicit data management 
plans as part of research proposals. Presently, 
there are many different approaches and tools 
used for data organization and management. 
They are ranging from spreadsheets and statistical 
software to relational database management sys-
tems, geographic information systems, etc. It 
should be pointed out that wide knowledge is 
required to recognize which approach is suitable 
for different eco types systems and research ob-
jects. Every approach, has advantages and disad-
vantages, but has to follow the unique data life 
cycle including: plan and experimental design; 
collection and data assurance (i.e. quality assur-
ance and quality control); description (i.e. ascrib-
ing metadata) data preservation (i.e. data deposit 
in a secure data repository); discovery ovo bi 
promijenila u detection (i.e. identifying data that 
might be needed to answer a question); integra-
tion (i.e. merging data from multiple data 
sources), as well as, results analysis and interpre-
tation (i.e. statistical analysis, visualization). Ecol-
ogy has been evolving rapidly and changing in-
creasingly into a more open, accountable, inter-
disciplinary, and collaborative data-intensive 

science based on Information and Communication 
Technologies (ICT). Ecoinformatics offers tools 
and approaches for managing ecological data and 
transforming the data into information and 
knowledge, according to ‘Journal of Ecoinformat-
ics Mission’. Manually collected data transferred 
into spreadsheets often results with errors, since 
diverse types of data could be mixed within a 
single column, while data summaries frequently 
conflate with raw data. Relational databases allow 
the employment of constraints and determine 
data types that can be entered (e.g. data typing), 
in order to assure the data quality. So, relational 
databases are crucial for analyzing and meta data 
preparation as well as for facilitating simulation 
models to establish conceptual models. Statistical 
software tools support many of the functions 
available through spreadsheet programs and pro-
vide the benefit of supporting robust calculations, 
data analysis, quality assurance, visualization and 
data sub-setting. 

The development of Information Technologies 
with the special emphasis on research methods of 
gathering and analyzing data, their storage and 
data access has significantly enhanced the labora-
tory methods and their reports. This develop-
ment, together with the computer supported la-
boratory devices allows performing more sophis-
ticated and precise analysing and easier data 
management. All these affect the quality of data 
including the research itself and provide a stable 
base for the development and replacement of 
missing data. The improper missing data han-
dling can lead to incorrect conclusions. Therefore, 
it is important to use adequate methods to handle 
missing data. This paper compares The Deleting 
Rows Method (Listwise Deletion Method) and six 
Single Imputation Methods, namely: Last Obser-
vation Carried Forward (LOCF), Hot-deck Impu-
tation, Group Mean Imputation, The Method of 
Estimated Mean Value Imputation (regression), 
The Method of Imputation Mode, and The Meth-
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od of Imputation Median. For the purposes of this 
research, actual and empirical data was collected. 
Several experimental sets were created in a way 
that some values had been eliminated from the set 
by using a random number generator. The exper-
iment was done on the three sets. The first set of 
100 % data (contains empirical data), another set 
of 95 % data (5% of the data from the actual set is 
missing) and a third set of 75 % data (25% of the 
actual data set is missing) (Figure 1). The research 
has included all the variable components of the 
studied complex engineering system. 

 

Figure 1: Data preparation flowchart 

 
The matching sets with imputed values 

versus the real datasets, display the quality of 
imputation methods. Furthermore, providing the 
exploratory statistics, the theoretical distributions 
are derived from the actual dataset. In addition to 
single imputation methods, the Listwise Deleting 
Method would be used, to make comparison be-
tween mentioned methods with the actual dataset 
(Figure 2). 

Figure 2: Statistical analysis flowchart 

 
 

Missing data 

Missing data statistically occur when all values of 
the observed variables are not present.  In the 
social sciences, for example, refusing to answer a 
question in a survey would result with missing 
data. During data collection process by either a 
laboratory analysis, or collecting data by meas-
urements, data could be lost over a specific peri-
od. This may occur because either the examiner 
drops some measured data, or data is not collect-
ed over some period, or the measurement was not 
performed at all (e.g. holidays, Sundays ...) 

Missing data reduces the representativeness of the 
sample and may distort the conclusions. There-
fore, it is necessary to take more action to prevent 
the missing of the actual value from the collected 
data.  

G.B. Durrant /2/ groups the missing data accord-
ing to the reasons why data is missing: 

- missing completely at random (MCAR), 

- missing at random (MAR) and 

- not missing at random (NMAR). 

Knowing and understanding reasons 
why data is missing may help the analysis of the 
remaining data. If missing values are missing at 
random, the sample is still representative. How-
ever, if the values are systematically missing, the 
results may be incorrect. It is therefore important 
to determine the type of data missing according to 
the reason. The values in the set of data are miss-
ing completely at random (MCAR), if the events 
are due to occur completely independently, they 
do not depend on the observed variables and 
parameters of interest, and if they appear com-
pletely randomly /3/. The values are missing at 
random (MAR) is an alternative, and occurs when 
the missing data is relating to a particular varia-
ble, for example, accidentally skipped answer 
from the questionnaire /4/. Do not missing at ran-
dom (NMAR) is data that is missing for a reason, 
i.e. the value of the variable is missing due to the 
reason that it does not exist. Such are intentionally 
skipped questions in the questionnaire by the 
participants with particular characteristics, for 
example (Heitjan, D.F., 1994; Schafer, J.L., 1997; 
Little, R.J.A., Rubin, D.B., 2002). In addition, the 
missing data can be univariate, which means that 
the missing data occurs only in one variable of 
response, or multivariate if the missing data ap-
pears in more than one variable /5/. 
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Imputation methods 

When one or more values are missing 
in a set of numbers, most software packages use 
Listwise Deletion Method. It is a simple method, 
most commonly used for missing data treatment. 
This method deletes rows containing gaps, and 
uses only the complete ones /6/, /7/. Although this 
method has been widely used, it is biased and 
therefore limited and eligible to errors. Moreover, 
the variance estimate cannot be indirect, so rela-
tions between variables could be distorted and the 
representativeness of the sample lost. Compensa-
tion methods for recovering data sets are: Case 
Method, The Imputation Method, The Pondering 
Method and Model-based Procedures such as 
maximum likelihood estimates. Imputation is the 
process of replacing missing data with substituted 
values of variables. By the substitution of missing 
data imputation, a complete set of data is ob-
tained and so the standard techniques for inte-
grated data sets could be applied. The main rea-
son for using the imputation methods is to reduce 
the insufficient response bias, which occurs due to 
the distribution of missing values gap. As a result 
of using the imputation method, a representative 
set could be obtained. Contrary to the methods of 
deletion, in the imputation methods, the size of 
the samples stays the same as real dataset, result-
ing in potentially greater efficiency. Imputation 
methods commonly use the observed auxiliary 
information (variables), from which the missing 
data is indirectly obtained /8/. There are different 
methods of imputation. The main method of clas-
sification is: single and multiple imputations. This 
paper compares Deleting Rows Method (Listwise 
Deletion Method) and six Single Imputation 
Methods: 

- Last Observation Carried Forward (LOCF), 

- Hot-Deck Imputation, 

- Group Mean Imputation, 

-  Estimated Mean Value Imputation (Regression), 

- Mode Imputation Method, 

- Median Imputation Method 

Last Observation Carried Forward method 
(LOCF) is used when the data is longitudinal i.e. 
the measurements are repeated for the same vari-
able on the same sample type. The values of Last 
Observation Carried Forward are used to fill in 
missing values later in the research. The method 

assumes that the value of the measurement re-
mains constant (unchanged) up to the last meas-
urement. This assumption may be biased if the 
values change in time. By Estimated Mean Value 
Imputation (Regression), the total average of nu-
merical variable for each item that is missing in 
this variable, is being imputed. A variation of this 
procedure is Class Mean Imputation, where clas-
ses are defined on the basis of independent varia-
bles. The disadvantage of this procedure is that 
the distribution of the studied variables increases 
and the relation between variables could be dis-
torted (Kalton, G., 1983; Lessler, J.T., Kalsbeek, 
W.D., 1992, Little, R.J.A., Rubin, D.B., 2002). Such 
simple methods of imputation have been com-
monly used in the social sciences (Jinn, J.H., 
Sedransk, J., 1989; Allison, P.D., 2001). However, 
these methods are often inadequate for handling 
the missing data, therefore more sophisticated 
methods should be used. Mode Imputation Meth-
od and Median Imputation Method are similar to 
this method. Median Imputation Method replaces 
the missing data by imputing value of median or 
other central value. Half of the value set is located 
above the median and another half below it. The 
median is less sensitive to extreme values than the 
mean value, and is especially suitable for asym-
metrical distributions. Mode Imputation Method 
replays the missing data imputing mode (the val-
ue that occurs most frequently i.e. the value of the 
maximum frequency). This method replaces the 
missing data and artificially increases the maxi-
mum of probability distribution. The assigned 
value is a predicted value, with or without addi-
tions, and not really the observed value by the 
Hot-Deck Method /9/. That is to say, the Hot-deck 
Method complemented by comparing data from 
the same type of another sample. It is a commonly 
used method of imputation in practice, and is 
suitable when ranked data is observed. The ad-
vantage of the method is imputing the values that 
were used. The method is usually non-parametric 
(or semi-parametric) and is suitable in the in-
stances when data components are distorted or 
show certain features, such as truncation and 
rounding effects, as is often the case in social sci-
entific research. In Hot-Deck Imputation, imputed 
values have the same shape as the distribution of 
the observed data /10/ and the method is suitable 
for large samples. Predictive Mean Matching Im-
putation Method is used when Regression is pro-
vided. This is a deterministic method, and ran-
domization can be introduced to define a set of 
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by using a random number generator. The exper-
iment was done on the three sets. The first set of 
100 % data (contains empirical data), another set 
of 95 % data (5% of the data from the actual set is 
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Figure 1: Data preparation flowchart 

 
The matching sets with imputed values 

versus the real datasets, display the quality of 
imputation methods. Furthermore, providing the 
exploratory statistics, the theoretical distributions 
are derived from the actual dataset. In addition to 
single imputation methods, the Listwise Deleting 
Method would be used, to make comparison be-
tween mentioned methods with the actual dataset 
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Figure 2: Statistical analysis flowchart 
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fore, it is necessary to take more action to prevent 
the missing of the actual value from the collected 
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G.B. Durrant /2/ groups the missing data accord-
ing to the reasons why data is missing: 

- missing completely at random (MCAR), 

- missing at random (MAR) and 

- not missing at random (NMAR). 

Knowing and understanding reasons 
why data is missing may help the analysis of the 
remaining data. If missing values are missing at 
random, the sample is still representative. How-
ever, if the values are systematically missing, the 
results may be incorrect. It is therefore important 
to determine the type of data missing according to 
the reason. The values in the set of data are miss-
ing completely at random (MCAR), if the events 
are due to occur completely independently, they 
do not depend on the observed variables and 
parameters of interest, and if they appear com-
pletely randomly /3/. The values are missing at 
random (MAR) is an alternative, and occurs when 
the missing data is relating to a particular varia-
ble, for example, accidentally skipped answer 
from the questionnaire /4/. Do not missing at ran-
dom (NMAR) is data that is missing for a reason, 
i.e. the value of the variable is missing due to the 
reason that it does not exist. Such are intentionally 
skipped questions in the questionnaire by the 
participants with particular characteristics, for 
example (Heitjan, D.F., 1994; Schafer, J.L., 1997; 
Little, R.J.A., Rubin, D.B., 2002). In addition, the 
missing data can be univariate, which means that 
the missing data occurs only in one variable of 
response, or multivariate if the missing data ap-
pears in more than one variable /5/. 
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values the closest to the predicted value, as well 
as the random value from the closest set, in order 
to apply imputation (Schenker, N., Taylor, J.M.G., 
1996; Nordholt, E.C., 1998, Little, R.J.A., Rubin, 
D.B., 2002). In the case of single imputation, this 
method uses Least Squares Method. Missing val-
ues are implemented by using the predicted value 
providing linear regression model. The method is 
used to insert all continuous variables in the over-
all data set. Another form of Estimated Mean Val-
ue Matching Imputation is t Hot -deck Imputation 
with classes defined on a range of estimated val-
ues. The method can achieve even more donoring 
imputation values within a class, which reduces 
the variance of imputation estimators. Donors 
imputation values within the class can be pre-
pared with or without substitutions whereas the 
later is expected to lead to further reduction of 
variance (Durrant, G.B., Skinner, C., 2005; Kim, 
J.K., Fuller, W., 2004). Estimating the mean match-
ing is a composite method, combining elements of 
Regression, Nearest Neighbour and Hot -Deck 
Imputation. Since the semi-parametric method 
uses the imputation models but does not fully rely 
on them, it is less sensitive to model misspecifica-
tions than, for example, the imputation regression 
/11/.  

Experiment I - concentration of ammonium ion 

Data set 1 - analysis of baseline variables 

The actual data was obtained from the laboratory 
analysis of communal waste water. For the pur-
poses of this study the data was collected daily 
during the period of 100 days. It considers the 
value of the measured concentration of ammoni-
um ions. Descriptive statistics (Table 1) and theo-

retical probability distributions (Table 2) for the 
data of concentration values are obtained using 
Stat: Fit applications (Servicing Model v.4). 

 

Data set 2 - 5% data missing from a range of real 
value variables 

From the total data on the concentration values of 
ammonium ions, 5% of the collected data has been 
ejected by using a random number generator. 
Subsequently, the empty fields were imputed by 
using single imputation methods. The comparison 
was made using the actual values and Listwise 
Deletion. 

The values of the descriptive statistics for sets of 
variables are presented in Table 1. The values of 
theoretical probability distribution are presented 
in Table 2. Figure 1 shows the theoretical proba-
bility distributions (Pearson type 6 distributions) 
for each of the methods, and for a series of the 
original data. 

The Pearson 6 distribution is a continuous distri-
bution bounded on the low side. Its function is: 

 
where is:  
x - random number; x > min,  
min - minimum x; min ϵ (-∞,∞),  
β - scale parameter; β > 0, 
p - shape parameter/vector of probabilities, p > 0 
and q - shape parameter/vector of quantiles, q > 0. 

 

 
Figure 1: The theoretical probability distributions of ammonium ion concentration values where 5% of the data from the actual 

set is missing 
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Mode Imputation Method, Regression, 
Last Observation Carried Forward (LOCF) Meth-
od, Hot-Deck, Group Mean Imputation and Me-
dian Imputation Method, greatly increase the 
probability value with the highest probability 
(peak) (Figure 1). 

The best similarity results with real da-
ta, in descriptive statistics (Table 1), have been 

obtained by Hot-deck imputation. All parameters 
of data set which was supplemented using Hot-
Deck Method are very similar to real data. The 
worst results, in descriptive statistics, have been 
obtained by using Mode Imputation Method and 
Median Imputation Method. The parameters of 
skewness and kurtosis are disturbed. 

 
The best similarity with real data re-

sults, in the theoretical probability distribution 
parameters (Table 2) were given by using Regres-
sion. All methods showed p-parameter significant 

error, which indicates the goodness of fit regard-
less to the level of significance. All methods in-
creased β-parameter of distribution. 
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values the closest to the predicted value, as well 
as the random value from the closest set, in order 
to apply imputation (Schenker, N., Taylor, J.M.G., 
1996; Nordholt, E.C., 1998, Little, R.J.A., Rubin, 
D.B., 2002). In the case of single imputation, this 
method uses Least Squares Method. Missing val-
ues are implemented by using the predicted value 
providing linear regression model. The method is 
used to insert all continuous variables in the over-
all data set. Another form of Estimated Mean Val-
ue Matching Imputation is t Hot -deck Imputation 
with classes defined on a range of estimated val-
ues. The method can achieve even more donoring 
imputation values within a class, which reduces 
the variance of imputation estimators. Donors 
imputation values within the class can be pre-
pared with or without substitutions whereas the 
later is expected to lead to further reduction of 
variance (Durrant, G.B., Skinner, C., 2005; Kim, 
J.K., Fuller, W., 2004). Estimating the mean match-
ing is a composite method, combining elements of 
Regression, Nearest Neighbour and Hot -Deck 
Imputation. Since the semi-parametric method 
uses the imputation models but does not fully rely 
on them, it is less sensitive to model misspecifica-
tions than, for example, the imputation regression 
/11/.  

Experiment I - concentration of ammonium ion 

Data set 1 - analysis of baseline variables 

The actual data was obtained from the laboratory 
analysis of communal waste water. For the pur-
poses of this study the data was collected daily 
during the period of 100 days. It considers the 
value of the measured concentration of ammoni-
um ions. Descriptive statistics (Table 1) and theo-

retical probability distributions (Table 2) for the 
data of concentration values are obtained using 
Stat: Fit applications (Servicing Model v.4). 

 

Data set 2 - 5% data missing from a range of real 
value variables 

From the total data on the concentration values of 
ammonium ions, 5% of the collected data has been 
ejected by using a random number generator. 
Subsequently, the empty fields were imputed by 
using single imputation methods. The comparison 
was made using the actual values and Listwise 
Deletion. 

The values of the descriptive statistics for sets of 
variables are presented in Table 1. The values of 
theoretical probability distribution are presented 
in Table 2. Figure 1 shows the theoretical proba-
bility distributions (Pearson type 6 distributions) 
for each of the methods, and for a series of the 
original data. 

The Pearson 6 distribution is a continuous distri-
bution bounded on the low side. Its function is: 

 
where is:  
x - random number; x > min,  
min - minimum x; min ϵ (-∞,∞),  
β - scale parameter; β > 0, 
p - shape parameter/vector of probabilities, p > 0 
and q - shape parameter/vector of quantiles, q > 0. 

 

 
Figure 1: The theoretical probability distributions of ammonium ion concentration values where 5% of the data from the actual 

set is missing 
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Data set 3 -  25% data missing from a 

range of real value variables 

From the total data on the concentra-
tion values of ammonium ions, 25% of the collect-
ed data has been ejected by using a random num-
ber generator. Subsequently, the empty fields 
were imputed by using single imputation meth-

ods. The comparison was made using the actual 
values and Listwise Deletion. 

The values of the descriptive statistics 
for sets of variables are presented in Table 3.  The 
values of theoretical probability distribution are 
presented in Table 4. Figure 2 shows the theoreti-
cal probability distributions for each of the meth-
ods, and for a series of the original data.  
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Figure 2: The theoretical probability distributions of ammonium ion concentration values where 25% of the 
data from the actual set is missing 

 

Mode Imputation Method, Group 
Mean Imputation and Median Imputation Meth-
od, impute values which do not match tests in 
data set of valid Pearson 6 probability distribution 
(Figure 2). The best results were given by the fol-

lowing methods: Hot-Deck, LOCF and Listwise 
Deletion. It should be pointed out that, Regression 
significantly decreased the highest probability 
values (peak). 

 

 

The best similarity results on empirical (real) data, 
using descriptive statistics was given by Listwise 
Deletion (Table 3). All parameters of data set us-
ing Listwise Deletion match the empirical (real) 
data. The worst results, in descriptive statistics, 
were obtained by using Group Mean Imputation 
and Median Imputation methods. Parameters of 
skewness and kurtosis are disturbed for all data 
set except Listwise deletion. 

The best similarity with real data re-
sults, in theoretical probability distributions (Ta-
ble 4) were obtained by using Regression. All 
methods, (Figure 1 – Listwise deletion, LOCF, 
Hot-deck Imputation and Regression), show p-
parameter significant error, which indicates the 
goodness of fit regardless to the level of signifi-
cance. All methods increased the distribution´s β-
parameter. 

 

Lovorka Gotal Dmitrović, Vesna Dušak, Jasminka Dobša: MISSING DATA PROBLEMS IN NON-GAUSSIAN PROBABILITY 
 DISTRIBUTIONS 

Informatol. 49, 2016., 3-4, 138-152 
 

 
ISSN 1330-0067                                                                                                                                                                                        Coden: IORME7  
 
 

 
Data set 3 -  25% data missing from a 

range of real value variables 

From the total data on the concentra-
tion values of ammonium ions, 25% of the collect-
ed data has been ejected by using a random num-
ber generator. Subsequently, the empty fields 
were imputed by using single imputation meth-

ods. The comparison was made using the actual 
values and Listwise Deletion. 

The values of the descriptive statistics 
for sets of variables are presented in Table 3.  The 
values of theoretical probability distribution are 
presented in Table 4. Figure 2 shows the theoreti-
cal probability distributions for each of the meth-
ods, and for a series of the original data.  
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Experiment II - concentration of total nitrogen 

Data set 1 - analysis of baseline varia-
bles 

The experiment was repeated. The data 
was collected daily during a period of 100 days, 
but this time for the concentration of total nitro-
gen. Statistical analysis of concentration values, 
using Stat: Fit applications (Servicing Model v.4) 
obtained data descriptive statistics (Table 5) and 
theoretical probability distributions (Table 6). 

 

Data set 2 - 5% data missing from a 
range of real value variables 

From the total data on the concentra-
tion values of nitrogen ions, 5% of the collected 
data was ejected by using a random number gen-
erator. Subsequently, the empty fields were im-
puted by using single imputation methods. The 

comparison was made by using the actual values 
and Listwise Deletion. 

The values of the descriptive statistics 
for sets of variables are presented in Table 5. The 
values of theoretical probability distribution are 
presented in Table 6. Figure 3 shows the theoreti-
cal probability distributions for each of the meth-
ods, and for a series of the original data. 

The Log-logistic distribution is a con-
tinuous distribution bounded on the lower side. 
Its mathematical model is: 

 
where is: 
- x - random number, x>min,  
- min - minimum x, min ϵ (-∞,∞),  
- β - scale parameter, β > 0 and  
- p - shape parameter, p > 0
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Mode Imputation Method, Regression, 
Last Observation Carried Forward (LOCF) Meth-
od, Hot-Deck and Median Imputation Method, 
greatly increase the probability value with the 
highest probability (peak) (Figure 1). 

The best similarity results with real da-
ta, in descriptive statistics (Table 1), have been 

obtained by Hot-deck imputation, Regression and 
LOCF. All parameters of data set which was sup-
plemented using all methods are very similar to 
real data. The worst results, in descriptive statis-
tics, have been obtained by using Group Mean 
Imputation Method, but the parameters aren’t 
disturbed. 

 
The best similarity with real data re-

sults, in the theoretical probability distribution 

parameters (Table 2) were given by using Regres-

sion. All the methods have shown good matching 

in the scale and shape parameters. 
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Experiment II - concentration of total nitrogen 

Data set 1 - analysis of baseline varia-
bles 

The experiment was repeated. The data 
was collected daily during a period of 100 days, 
but this time for the concentration of total nitro-
gen. Statistical analysis of concentration values, 
using Stat: Fit applications (Servicing Model v.4) 
obtained data descriptive statistics (Table 5) and 
theoretical probability distributions (Table 6). 

 

Data set 2 - 5% data missing from a 
range of real value variables 

From the total data on the concentra-
tion values of nitrogen ions, 5% of the collected 
data was ejected by using a random number gen-
erator. Subsequently, the empty fields were im-
puted by using single imputation methods. The 

comparison was made by using the actual values 
and Listwise Deletion. 

The values of the descriptive statistics 
for sets of variables are presented in Table 5. The 
values of theoretical probability distribution are 
presented in Table 6. Figure 3 shows the theoreti-
cal probability distributions for each of the meth-
ods, and for a series of the original data. 

The Log-logistic distribution is a con-
tinuous distribution bounded on the lower side. 
Its mathematical model is: 

 
where is: 
- x - random number, x>min,  
- min - minimum x, min ϵ (-∞,∞),  
- β - scale parameter, β > 0 and  
- p - shape parameter, p > 0
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Data set 3 - 25% data missing from 
a range of real value variables 

From the total data on nitrogen ions con-
centration values, 25% of the collected data was eject-
ed by using a random number generator. Subsequently, 
the empty fields were imputed by using single imputa-

tion methods. The comparison was made by using the 
actual values and Listwise Deletion. 

The values of the descriptive statistics for 
sets of variables values are presented in Table 7.The 
values of theoretical probability distribution are pre-
sented in Table 8. Figure 4 shows the theoretical prob-
ability distributions for each of the methods, and for a 
series of the original data.  
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Mode Imputation Method, Group 
Mean Imputation and Median Imputation Meth-
od, impute values which do not match tests in 
data set of valid Log-Logistic probability distribu-
tion (Figure 4). The best results were given by the 
following methods: LOCF and Listwise Deletion. 
Regression and Hot-Deck method significantly 
shift the peak of probability values. 

The best similarity results with real da-
ta, in descriptive statistics (Table 7), have been 
obtained by Hot-deck imputation and Regression. 
All parameters of data set which was supple-
mented using Listwise deletion, LOCF, Hot-deck 

imputation and Regression are very similar to real 
data. The worst results, in descriptive statistics, 
have been obtained by using Group Mean Impu-
tation, Median Imputation and Mode Imputation 
methods, whereas all the parameters are slightly 
disturbed. 

The best similarity with real data re-
sults, in the theoretical probability distribution 
parameters (Table 8) were given by using Listwise 
deletion. All the methods (Figure 4 – Listwise 
Deletion, LOCF, Hot-Deck Imputation and Re-
gression) have shown good matching in the scale 
and shape parameters. 
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Data set 3 - 25% data missing from 
a range of real value variables 

From the total data on nitrogen ions con-
centration values, 25% of the collected data was eject-
ed by using a random number generator. Subsequently, 
the empty fields were imputed by using single imputa-

tion methods. The comparison was made by using the 
actual values and Listwise Deletion. 

The values of the descriptive statistics for 
sets of variables values are presented in Table 7.The 
values of theoretical probability distribution are pre-
sented in Table 8. Figure 4 shows the theoretical prob-
ability distributions for each of the methods, and for a 
series of the original data.  
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Conclusion 

In this paper, the results of applying 
Imputation Method and Listwise Deletion Meth-
od on the samples of ammonium ions concentra-
tion values and total nitrogen concentration val-
ues have been presented. Missing data are miss-
ing at random (MAR). For this purpose, two ex-
periments were carried out. The first experiment 
was performed on the ammonium ions concentra-
tion values, while the other experiment was done 
on total nitrogen concentration values. The exper-
iments were conducted for the three instances, i.e. 
a complete set of data, a set with 5% missing data 
and a set with 25% missing data. Statistical analy-
sis showed that in the first experiment, the values 
of concentration of ammonium matched Pearson 
distribution 6, while in the second experiment; the 
total nitrogen concentration corresponded to Log-
logistic distribution. Both theoretical distributions 
are asymptotic. Subsequently, the experiments 
were performed over the same set of data, or with 
5% and 25% missing values of ammonium and 
total nitrogen concentrations. In the first part of 
experiment, 5% of data is missing and the missing 
values were imputed by using the imputation 
methods and Listwise Deletion. In the second part 
of the experiment, 25% of data is missing. Test 
results of goodness imputation methods and 
Listwise Deletion methods refer to the percent-
ages of missing data and goodness-stream con-
centrations: 

1) When a small number of values is 
missing, all methods show the good matching of 
probability distributions according to descriptive 
statistics. However when ¼ of values (25%) are 
missing, the methods of mean, median or mode 
imputation show a big deviation. Therefore, the 
probability distribution of the obtained data does 
not correspond to the empirical distribution. 

2) The interesting fact is that the List-
wise Deletion Method, which is the simplest 
method, provides very good matching results 
with the probability distributions, followed by 
Hot-Deck Imputation Method and Last Observa-
tion Carried Forward method. Regression method 
strongly levels the probability distribution by 
decreasing the maximum probability, as well as, 
increasing the minimum probability values distri-
butions. Last Observation Carried Forward 
(LOCF), as well as Listwise Deletion methods, 

closely follow the observed distributions, with the 
exception of a deviation from the actual value at 
the peak of the distribution. 
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