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ABSTRACT
The purpose of this study was to investigate the causal relationship between foreign direct investment in tourism and tourism gross value added in Croatia. The study employed econometric techniques, such as the unit root test, Johansen co-integration, and the Granger causality test, in a vector error correction model (V.E.C. model), and the Toda–Yamamoto causality test in a vector autoregressive model (V.A.R. model), using quarterly time-series data from 2000(1) to 2012(4). The results confirm the existence of a stable co-integrated relationship between variables in the long term. A short-term relationship was also proved between foreign direct investment in tourism and gross value added, using the Toda–Yamamoto causality test. By including control variables, the two-way causality between the subject variables was proven using the Granger causality test.

Introduction
Despite the volatility of the tourism sector, Croatia is among those countries the economies of which are extremely dependent on tourism. Given the World Travel and Tourism Council’s (W.T.T.C., 2011) forecasts, the situation will not change significantly in the future. Due to the non-investment activity in the Croatian economy since the onset of the global financial crisis, which refers to the lack of domestic capital, but also the reluctance of foreign investors, it seems logical to assume that further development of Croatian tourism needs foreign direct investment (F.D.I.).

The above-mentioned situation is consistent with The Master Plan and Strategy for the Development of Croatia’s Tourism by 2020 (Institut za turizam, 2012), which states that tourism will be recognised as a priority economic activity by 2020. In that study, several possible scenarios for the development of Croatian tourism by 2020 are elaborated. A scenario that it is important to address, bearing in mind the topic of this paper, is that of major development investments. This scenario puts emphasis on the construction of new
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accommodation and other tourism capacity, especially in major cities along the coast, but also in larger complexes outside existing urban centres, or within defined development zones. Croatia needs to be more open to foreign investors and to increasing construction of new, large hotels and other big tourist facilities.

Given the importance of tourism to the Croatian economy, the authors recognised the necessity for testing the F.D.I.-led tourism growth hypothesis on the example of Croatia. Although there are a plethora of papers that have examined the effects of F.D.I. on the Croatian economy (Babić, Pufnik, & Stučka, 2001; Hunya & Škudar, 2006; Jovančević, 2007; Kersan-Škabić & Zubin, 2009; Lovrinčević, Butorac, & Marić, 2004; Lovrinčević, Mikulić, & Marić, 2004; Sisek, 2005), only a small number of papers deal with the topic of F.D.I. in Croatian tourism (Bezić, Nikšić Radić, & Kandžija, 2010; Kunst, 2011; Perić & Nikšić Radić, 2011). This clearly indicates that it is important to investigate the effects of F.D.I. on tourism, and particularly the long- and short-term relationships between F.D.I. in tourism and tourism gross value added.

It should be emphasised that each country has its own particularities, which should be acknowledged, and integrated into a wider socio-economic context (Surugiu & Surugiu, 2013). In addition, it cannot be claimed that the F.D.I.-led tourism growth hypothesis is valid for each every country. Although there are contradictions when testing the hypothesis, it should be borne in mind that any such research enriches the literature of regarding the potential contribution of F.D.I. in tourism. It is also necessary to mention that, given the fact that the effects of investment differ depending on the sector, the authors recognise the need to research the impact of F.D.I. on tourism productivity.

The aim of this paper is to explore the causal relationship between the F.D.I. stock in tourism and tourism gross value added in the Republic of Croatia from 2000 to 2012. The study is limited to an analysis of data in the stated period, due to the lack of data for the period prior to 2000. It is also necessary to point out that short time sequences are characteristic of research related to the region of south-eastern Europe. This paper will examine the co-integration and causality between F.D.I. in tourism and tourism gross value added by employing the Johansen co-integration test, and the Granger causality test, in the vector error correction (V.E.C.) model, and the Toda–Yamamoto causality test in the vector autoregressive (V.A.R.) model. Also, to ensure the reliability of our results, Granger and Toda–Yamamoto causality will be tested by including specific control variables, such as the index of corruption control, the index of political stability, the exchange rate, and education.

Causality testing between selected variables has not been carried out on the example of Croatia, which is one of the main contributions of this work. Another contribution of this paper is that, according to the authors, there is also, at the global level, no research based on the causality of F.D.I. stock in tourism and the tourism gross value added. The majority of research conventionally uses the inflows of F.D.I. in tourism. Even though the use of data in the form of flows can result in empirical estimates that are accurate (given the sign and significance that flows have in building the F.D.I. stock), the use of data in the form of flows is not consistent with the F.D.I. theory, and it is not likely that the coefficients will be of appropriate size (Ford, Rork, & Elmslie, 2008). Additionally, growth-enhancing spillover should not just occur from recent F.D.I. inflows, but also from F.D.I. established much earlier (Nunnenkamp & Spatz, 2004). There is also no research related to F.D.I.-led tourism growth hypothesis, based on the Toda–Yamamoto causality test, and so this is a third contribution of this paper. Lastly, considering the importance given to F.D.I.
in tourism, and expectations of the Croatian government for further entry of foreign capital into the Croatian tourism sector, research findings have significant, wide-ranging socio-economic implications. The fact that there are no uniform results from previous research on causality between F.D.I. and tourism growth clearly points out the need for analysis of such on a concrete example. In order to establish such effects, this study is based on the example of Croatia.

The rest of the study is organised as follows: Section 2 describes the literature review on the subject topic; data and the methodological framework are described in Section 3; section 4 concerns interpretation of results; and, finally, conclusions and policy implications are drawn in Section 5.

**Review of literature**

A large body of literature is related to the general effects of F.D.I. on economic growth. Despite that, research results are still unclear and, thus, open to further research. It is possible to substantiate the positive results of this research (Asteriou, Dassiou, & Glycopantis, 2005; Borensztein, De Gregorio, & Lee, 1998; Mlinarević, 2004), but there are also negative results (Mencinger, 2003). The situation is even more complicated if the research is brought to the level of the sector, because the effects can vary, depending on whether this is a primary, secondary, or tertiary sector (UNCTAD, 2001, p. 138). In 1958, Hirschman concluded that not all sectors have the same potential to absorb foreign technology and connectivity as the rest of the economy (Hirschman, 1958, p. 109). Numerous recent studies have proven the different impacts of F.D.I. on the productivity of each sector (Alfaro, 2003; Cipollina, Giovannetti, Pietrovito, & Pozzolo, 2012; Tondl & Fornero, 2010).

With respect to tourism as a part of the tertiary sector, and despite the continuing increase in the volume of tourist travel (increase in the number of tourists, growth rates, and growth in tourism revenues), and the growth of F.D.I. over the past 20 years, the area relating to F.D.I. in the tourism sector remains practically unstudied. The initial research on the effects of transnational corporations on tourism is the work of Dunning and McQueen (1982). They concluded that the effects of foreign-owned hotels varied, depending on the type of tourism, the transnational corporations’ country of origin, the host country, and the advantages and objectives of individual transnational corporations. Sinclair and Stabler (1991) argued that F.D.I. in tourism is a neglected area in studies related to tourism. Zhang (1999), who is considered a pioneer in the field of research on F.D.I. in tourism, believed that his research would be significant enough to spur further research in this area. The World Tourism Organisation (W.T.O.) has stressed that F.D.I. and tourism have only recently been defined and explained, so F.D.I. in tourism is considered a new, and little explored, area (U.N.W.T.O., 1999).

Recent research regarding the impact of F.D.I. on tourism is based on testing the so-called F.D.I.-led tourism growth hypothesis (Salleh, Othman, & Sarmidi, 2011, p. 251). This may indicate that F.D.I. preceding tourism growth is in some way associated with F.D.I., and not only that the change in the tourism growth is a result of changes in the level of F.D.I. Study of the long- and short-term relationships between F.D.I. and tourism growth could be conducted using the co-integration and causality tests. Such research methodology is very common in papers dealing with the tourism-led growth hypothesis, with respect to the issue of causality tests between tourism development and economic
growth, exemplified by particular destination (Arslanturk, Balcilar, & Ozdemir, 2011; Belloumi, 2010; Bouzahzah & El Menyari, 2013; Schubert, Brida, & Risso, 2011; Surugiu & Surugiu, 2013), or a panel of countries (Aslan, 2014; Caglayan, Sak, & Karymshakov, 2012; Fourie & Santana-Gallego, 2011; Mello-Sampayo & Sousa-Vale, 2012). As far as papers related to F.D.I.-led tourism growth hypothesis are concerned (Salleh et al., 2011), with respect to the issue of causality tests between F.D.I. and tourism development, the same research methodology is used. Nevertheless, this represents a significantly smaller number of studies. Existing studies indicate different results for the association of tourism development and F.D.I., those in total and those aimed at tourism. Most of the research has proved a one-way causal relationship between F.D.I. and tourism growth (Bezić et al., 2010; Samimi, Sadeghi, & Sadeghi, 2013; Selvanathan, Selvanathan, & Viswanathan, 2012; Tang, Selvanathan, & Selvanathan, 2007). There is also one-way causality running from tourism growth to F.D.I. (Katircioglu, 2011; Khoshnevis Yazdi, Homa Salehi, & Soheilzad, 2015), as well as evidence of a two-way link between the observed variables (Othman, Salleh, & Sarmidi, 2012; Salleh et al., 2011).

Even though the amount of scientific papers that explore the relationship between tourism growth and F.D.I. in tourism have increased in the last few years, that number is still relatively small. Given the diversity of research results, and the fact that, according to the authors’ knowledge, testing causality between selected variables in the case of Croatia has not been carried out so far, stated justified the purpose of research.

**Data and methodological framework**

This research employs quarterly time-series data from 2000(1) to 2012(4) in order to investigate the causal relationship between F.D.I. in tourism and tourism gross value added in Croatia. A variable for F.D.I. stock in tourism (F.D.I.-T) was obtained from the Croatian National Bank. The variable is deflated by the implicit deflator of gross investment, and reduced to the base year 2005. A variable for tourism gross value added (T.G.V.A.) was also obtained from the Croatian National Bank. This variable is deflated by the implicit GDP deflator, and reduced the base year 2005, and is seasonally adjusted (Census X-12). The productivity of the tourism sector is seen through the level of gross value added in the tourism sector. Both variables are in logarithm form.

As a first step of empirical analysis, a unit root test is conducted to determine the stationarity of the time-series data. Most of the time-series variables are non-stationary, and the use of such data leads to spurious regression, which cannot be used to get objective and accurate results from. The order of integration of the variables included in the model is determined by using the Augmented Dickey–Fuller (A.D.F.) test.

If the first step indicates that both variables are non-stationary, it is possible that there are short- and long-term relationships between the variables, so the second step examines their co-integration, using the Johansen co-integration test. The important pre-condition that needs to be fulfilled in applying the Johansen co-integration test is that the data must be of the same stationarity order. The V.A.R. model should also be very well specified before it approaches testing the co-integration. This requires selection of the optimal lag length through the usual information criteria, and evaluation of the quality of the model itself. Selection of the optimal lag length is crucial for the reliability of V.A.R. models (Liu, 2005).
The quality of the V.A.R. model will be verified by testing the normality of the distribution (Jarque-Bera test), the serial correlation (Lagrange multiplier [L.M.] test), and the heteroscedasticity (White's test) of the residuals.

Thirdly, if variables are integrated of order one, I (1), and there is no stable co-integration relationship between them, the V.A.R. model is built. Studies using a V.A.R. model in a situation where there is co-integration between the variables in the model are actually incorrectly specified. This is also the reason why this study first tests whether there is co-integration between the variables. If the variables have the same order of integration, and if the co-integration is established between them, the V.E.C. model will be assessed. The V.E.C. model is also called a restricted V.A.R. model. The V.E.C. model shows the long- and short-term relationships between the variables. The main purpose of the V.E.C. model is to emphasise the speed of adjustment of a short-term balance to a long-term equilibrium. Economic theory assumes that there is a tendency towards equilibrium that prevents the individual time-series to stray too far. Such a co-integration provides a so-called error correction model (E.C.M.). A lagged error correction term (ECTt-1) should have a negative value, indicating the return to the equilibrium state, and have a value ranging from 0 to 1, where 0 indicates no adjustments, while 1 indicates the total adjustment after a period of time.

As part of the evaluation of the V.E.C. model, the following models are specified:

\[
\Delta \log bdv_t = a_0 + a_1 \Delta \log bdv_{t-1} + \ldots + a_p \Delta \log bdv_{t-p} + b_1 \Delta \log fdi_{t-1} + \ldots + b_p \Delta \log fdi_{t-p} + \lambda_1 ECT_{t-1} + u_t \tag{1}
\]

\[
\Delta \log fdi_t = c_0 + c_1 \Delta \log fdi_{t-1} + \ldots + c_p \Delta \log fdi_{t-p} + d_1 \Delta \log bdv_{t-1} + \ldots + d_p \Delta \log bdv_{t-p} + \lambda_2 ECT_{t-1} + v_t \tag{2}
\]

where \( \log fdi_t \) and \( \log bdv_t \) are, respectively, the logarithmic form of the F.D.I. in tourism and tourism gross value added in Croatia, \( \Delta \) is the sign of differentiation, \( p \) is the optimal lag length, and \( ECT_{t-1} \) is a lagged error correction term.

A small number of observations, usually no more than 40 per country, are a common feature of empirical studies involving causality testing (Zachariadis, 2006), especially in the case of south-eastern Europe. This is also the case in this study. So, finally, in order to reach more reliable conclusions, the authors used two methods of determining causality, regarding a small number of observations. Respectively, the Granger and Toda–Yamamoto causality tests were applied.

Granger causality is possible to express within the set V.E.C. model. Causality in co-integrated systems can be established if, and only if, the ECTt-1, which takes into account long-term dynamics, and the sum of the coefficients of the lagged variables, which takes into account short-term dynamics, are both significant (Asghar, Awan, & Ur Rehman, 2012, p. 139).

The majority of existing papers researching the causality between variables use the standard Granger causality test. The classic Granger causality test is a way to implement the Wald test for the first parameters (\( p \)) of other variables in the V.E.C. model, and, if the Wald test is significant, it rejects the null hypothesis of no causality.

This study, as well as the Granger causality test, also uses the modified Granger causality test, or the Toda–Yamamoto causality test (Toda & Yamamoto, 1995). The Toda–Yamamoto
causality test enables a more reliable conclusion to be drawn (Magnus & Fosu, 2008, p. 106). The Toda–Yamamoto test ignores any possible non-stationarity or co-integration between series, when testing for causality and fitting a standard V.A.R. in the levels of the variables (rather than first differences, as is the case with the Granger causality test) (Mavrotas & Kelly, 2001, p. 100). In this way, the risks associated with possibly incorrectly identifying the orders of integration of the series, or the presence of co-integration, are minimised and it also minimises the distortion of the tests’ sizes, as a result of pre-testing (Chowdhury & Mavrotas, 2006, p. 4). The Toda–Yamamoto causality test involves estimation of an augmented V.A.R. \((p + m)\) model, where \(p\) is the optimal lag length in the original V.A.R. system, and \(m\) is the maximal order of integration of the variables in the V.A.R. system. When a V.A.R. model is used for purposes other than testing for Granger non-causality, and the series are found to be co-integrated, a V.E.C. model should be used (Giles, 2011).

The Toda–Yamamoto causality test was applied in assessing the following pairs of bi-V.A.R. system:

\[
\log bdv_t = a_0 + a_1 \log bdv_{t-1} + \ldots + a_p \log bdv_{t-(p+m)} + b_1 \log fdi_{t-1} + \ldots + b_p \log fdi_{t-(p+m)} + u_t
\]  
\(3\)

\[
\log fdi_t = c_0 + c_1 \log fdi_{t-1} + \ldots + c_p \log fdi_{t-(p+m)} + d_1 \log bdv_{t-1} + \ldots + d_p \log bdv_{t-(p+m)} + \nu_t
\]  
\(4\)

where \(\log fdi_t\) and \(\log bdv_t\) are, respectively, logarithmic forms of the F.D.I. in tourism and tourism gross value added in Croatia, \(p\) is the optimal lag length, and \(m\) is maximal order of integration of the variables in the V.A.R. system.

In order to ensure the reliability of the results herein, Granger and Toda–Yamamoto causality were tested in the V.A.R. by including specific control variables: good governance is measured by the Control of Corruption (\(\log cc\)) and the Political Stability indices (\(\log polstab\)), which were taken from the World Bank. The value of annual data in both variables is attributed to the respective quarters. Furthermore, an educational variable is measured by the number of highly educated workers in the activity I (\(\log skill\)), and was obtained from the Croatian Bureau of Statistics. Finally, movement of the exchange rate is measured by the movement of kuna in relation to euro (\(\log exrt\)), and the variable is obtained from Eurostat. For the last two variables, the quarterly time-series were used, and these variables are seasonally adjusted (CENSUS X-12). All the control variables are in logarithmic form.

The Granger causality test was applied in assessing the following pairs in the V.A.R. system:

\[
\log bdv_t = a_0 + a_1 \log bdv_{t-1} + \ldots + a_p \log bdv_{t-p} + b_1 \log fdi_{t-1} + \ldots + b_p \log fdi_{t-p} + c_1 CV_{t-1} + \ldots + c_p CV_{t-p} + u_t
\]  
\(5\)

\[
\log fdi_t = d_0 + d_1 \log fdi_{t-1} + \ldots + d_p \log fdi_{t-p} + e_1 \log bdv_{t-1} + \ldots + e_p \log bdv_{t-p} + f_1 CV_{t-1} + \ldots + f_p CV_{t-p} + \nu_t
\]  
\(6\)

where \(\log fdi_t\) and \(\log bdv_t\) are, respectively, logarithmic forms of the F.D.I. in tourism and tourism gross value added in Croatia, \(CV\) is control variables, and \(p\) is the optimal lag length.

The Toda–Yamamoto causality test was applied in assessing the following pairs in the V.A.R. system:
where $\log_{fdi_t}$ and $\log_{bdv_t}$ are, respectively, logarithmic forms of the F.D.I. in tourism and tourism gross value added in Croatia, $CV$ is control variables, $p$ is the optimal lag length, and $m$ is that maximal order of integration of the variables in the V.A.R. system.

**Research results**

Stationarity of the variables was tested for both time-series, and the results of the unit root test (A.D.F. test) indicate that both series are stationary after the first difference, which is evident from Table 1.

Therefore, both of the time-series are integrated in the same order, and denoted as I (1). The V.A.R. model must be extremely well specified before testing for co-integration. This requires the selection of the optimal lag length for the variables in the V.A.R. model, using the usual information criteria, and the evaluation of the quality of the model itself. Standard information criteria indicate the selection of different optimal lag lengths of each variable, from 1 to 4 (see Appendix). The quality of the V.A.R. model - testing the normality of the distribution (Jarque–Bera test), the serial correlation (LM test) and the heteroscedasticity (White’s test) of the residuals – is satisfied if the maximum lag length is $p = 4$. It is also necessary to check whether the model is ‘dynamically stable’.

As can been seen from Figure 1, none of the roots is outside the circle, which proves that the V.A.R. model is stable (stationary). The obtained result is very favourable, because the stability of the V.A.R. model means that the results and conclusions following from further analysis are not questionable. Since both the time-series are of the same order of integration I (1), the Johansen co-integration was tested. It was found that co-integration is present; one co-integration equation is observed.

The estimated co-integration equation, i.e., the long-term equation, is:

$$\log_{bdv_t} = 0.096\log_{fdi_t} + 17.676$$

$$(-0.96863)$$

**Table 1. ADF test result.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Level</th>
<th>First difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Constant</td>
<td>Constant and trend</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>Constant and trend</td>
</tr>
<tr>
<td>LOGBDV_T</td>
<td>$-5.19^{***}$</td>
<td>$-1.65$</td>
</tr>
<tr>
<td>LOGFDI_T</td>
<td>$-2.91^{**}$</td>
<td>$-1.59$</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>$-2.89^{*}$</td>
</tr>
<tr>
<td></td>
<td>Constant</td>
<td>$-6.16^{***}$</td>
</tr>
</tbody>
</table>

Note: The significance of p-value:

$^{***}p<0.01$, $^{**}p<0.05$, $^{*}p<0.1$

Lag length in the model is based on the Schwarz information criterion.

Source: Author’s calculations.
The co-integration equation suggests that there is a long-term equilibrium between gross value added and F.D.I. in the tourism industry.

The same order of integration I (1), the underlying time-series, and one co-integrating vector are in the background of choosing the V.E.C. model. Table 2 shows the V.E.C. model result.

The lagged ECT (ECT_{t-1}) of equation (1) is negative and significant, which is an indicator of a stable long-term relationship between F.D.I. and gross value added in tourism. The coefficient of -0.11 indicates that about 11% of the imbalance is corrected in the next quarter.

Proven co-integration is an indication of Granger causality. The results of the test are shown in Table 3.

The test results indicate that the causality among variables has not been proven in either direction. Given the proven co-integration, the presence of a causal link is expected, so the Toda–Yamamoto causality test will also be applied. Although the testing of co-integration does not affect the further procedure of Toda–Yamamoto’s causality test, it is very useful for evaluating the validity of the final result. If the variables are co-integrated, but the causality has not been proven, it is possible that the sample size is too small. As already stated, this test allows for reliable conclusions.
Lastly, Toda–Yamamoto causality is tested by adding extra $m = 1$ lags; the results of the test are shown in Table 4.

The results of the research indicate that, in the case of the first dependent variable ($\log b\text{-}dv_t$), there is the presence of short-term causality running from total F.D.I. in tourism to tourism gross value added in Croatia. Therefore, the first null hypothesis of Granger non-causality, $\log f\text{d}i_t$ non cause $\log b\text{d}v_t$, could be rejected. In other words, the short-term causality running from F.D.I. in tourism to tourism gross value added in Croatia has been confirmed at the 10% level of significance.

Regarding the other dependent variables, the second null hypothesis, $\log b\text{d}v_t$ non cause $\log f\text{d}i_t$, could not be rejected; the results of this study indicate that, in the case of the second dependent variable ($\log f\text{d}i_t$), there is the absence of short-term causality running from tourism gross value added to F.D.I. in tourism.

Finally, by including the control variables, the Granger and Toda–Yamamoto causality testing was conducted. Stationarity of the variables was tested for all control variables, and the results of the unit root test (A.D.F. test) indicate that all series are stationary after the first difference, which is evident from Table 5, below.

Therefore, all the respective time-series are integrated in the same order and denoted as $I(1)$. The quality of the V.A.R. model – testing normality of distribution (Jarque-Bera test), serial correlation (L.M. test), and heteroscedasticity (White’s test) of their residuals

**Table 3. Granger causality test.**

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variable</th>
<th>$X^2$ ($b_i = 0; d_i = 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d\log b\text{d}v_t$</td>
<td>$d\log f\text{d}i_t$</td>
<td>3.228786</td>
</tr>
<tr>
<td>$d\log f\text{d}i_t$</td>
<td></td>
<td>3.639948</td>
</tr>
</tbody>
</table>

**Critical values for $X^2$**

$X^2 (3)$: na 1% = 11.34, na 5% = 7.81, na 10% = 6.25

**Note:** The significance of p-value:

'***' $p<0.01$,

'*' $p<0.05$,

'.' $p<0.1$.

**Source:** Author’s calculations.

**Table 4. Toda–Yamamoto Causality Test.**

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variable</th>
<th>$X^2$ ($b_i = 0; d_i = 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\log b\text{d}v_t$</td>
<td>$\log f\text{d}i_t$</td>
<td>8.646045*</td>
</tr>
<tr>
<td>$\log f\text{d}i_t$</td>
<td></td>
<td>6.085130</td>
</tr>
</tbody>
</table>

**Critical values for $X^2$**

$X^2 (4)$: na 1% = 13.28, na 5% = 9.49, na 10% = 7.78

**Note:** The significance of p-value:

'***' $p<0.01$,

'*' $p<0.05$,

'.' $p<0.1$.

**Source:** Author’s calculations.
is satisfied if the maximum lag length is $p = 2$. It is also necessary to check whether the model is 'dynamically stable'.

As can be seen from Figure 2, none of the roots is outside the circle, which proves that the V.A.R. model is stable (stationary).

The results of the Granger causality test are shown in Table 6.

The null hypothesis of Granger non-causality, \( \text{logfdi}_t \ non \ cause \ \text{logbdv}_t \), could be rejected at the 5% level of significance. If we take into consideration the influence of the control variables, the null hypothesis of Granger non-causality, \( \text{all variables non cause logbdv}_t \), could be rejected at the 1% level of significance.

Regarding the other dependent variables, the null hypothesis, \( \text{logbdv}_t \ non-cause \ \text{logfdi}_t \), could not be rejected; however, taking into consideration the influence of control variables, the null hypothesis of Granger non-causality, \( \text{all variables non cause logfdi}_t \), could also be rejected at the 1% level of significance.

Lastly, Toda–Yamamoto causality test results are shown in Table 7.
The short-term causality running from F.D.I. in tourism to tourism gross value added in Croatia has been confirmed at the 1% level of significance. If we take into consideration the influence of control variables, the null hypothesis of Granger non-causality, all variables non cause logbdv_t, could be rejected at the 1% level of significance.

Regarding the other dependent variables, the null hypothesis, logbdv_t non-cause logfdi_t, could not be rejected; the results indicate that, in the case of the second dependent variable (logfdi_t), there is the absence of short-term causality running from tourism gross value added to F.D.I. in tourism. Moreover, the results remain the same, if we take into consideration the influence of control variables.

**Conclusion**

The results of the existing body of literature that deals with the issue of F.D.I.-led tourism growth hypothesis are rather diversified. The effects of F.D.I. in any sector, including the tourism sector, depend on the degree of development of a country (for example, the level of training of tourism staff), the legislation in the country, the stage of the life cycle of a tourist destination, etc. Given the mentioned particularities, research should be conducted for each individual country.

In this study, empirical research on long- and short-term causal links between F.D.I. in tourism and tourism gross value added in Croatia, using quarterly time-series data from 2000(1) to 2012(4), has been conducted. The study employed econometric techniques, such

### Table 6. Granger causality test.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variable</th>
<th>logfdi_t</th>
<th>logbdv_t</th>
<th>all variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>logbdv_t</td>
<td></td>
<td>5.245320**</td>
<td>-</td>
<td>28.71239***</td>
</tr>
<tr>
<td>logfdi_t</td>
<td></td>
<td>-</td>
<td>1.39045</td>
<td>23.17893***</td>
</tr>
</tbody>
</table>

Critical values for $X^2$

$X^2 (2)$: na 1% = 9.21, na 5% = 5.99, na 10% = 4.61

Note: The significance of p-value:

***p<0.01,
**p<0.05,
P<0.1.

Source: Author’s calculations.

### Table 7. Toda–Yamamoto Causality Test.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Independent variable</th>
<th>logfdi_t</th>
<th>logbdv_t</th>
<th>all variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>logbdv_t</td>
<td></td>
<td>16.52092***</td>
<td>-</td>
<td>31.49524***</td>
</tr>
<tr>
<td>logfdi_t</td>
<td></td>
<td>-</td>
<td>0.255122</td>
<td>14.74096</td>
</tr>
</tbody>
</table>

Critical values for $X^2$

$X^2 (2)$: na 1% = 9.21, na 5% = 5.99, na 10% = 4.61

Note: The significance of p-value:

***p<0.01,
**p<0.05,
P<0.1.

Source: Author’s calculations.
as the unit root test, Johansen co-integration, and the Granger causality test in a V.E.C. model, and the Toda–Yamamoto causality test in a V.A.R. model. The results indicate that, in the case of Croatia, it is possible to discuss the F.D.I.-led tourism growth hypothesis. Both long- and short-term causal relationships between F.D.I. in tourism and tourism gross value added have been proven. Established long- and short-term causal relationships between variables are in line with the F.D.I.-led tourism growth hypothesis. Since the diagnostic tests are satisfied, and the stability of the V.A.R. model is confirmed, it is possible to conclude that the results obtained are reliable. The inclusion of certain control variables, such as index of corruption control, index of political stability, the exchange rate, and the educational variable, also contribute to the reliability of these results. By testing short-term causality using the Granger and Toda–Yamamoto tests, it is also confirmed that, with the inclusion of control variables in the case of Croatia, it is possible to discuss the F.D.I.-led tourism growth hypothesis.

These results confirm the importance of attracting F.D.I. in tourism, since it has the potential to stimulate sustainable tourism growth, and, thus, given the significance of tourism to the Croatian economy, it also has the potential to stimulate sustainable economic growth. The most important thing is to highlight that Croatian tourism is seriously lacking large hotel capacity that is necessary to ensure its viability, and the presence of established hotel chains could definitely help in providing that. These results are also in line with certain previous research related to the F.D.I.-led tourism growth hypothesis (Samini et al., 2013; Zhang, Ebbers, & Zhou, 2011).

Our results also confirm the necessity to create favourable conditions to attract F.D.I. The Granger causality test has proven that political stability, the level of corruption, the movement of the exchange rate, and education, along with the gross value added in tourism, are having a significant impact on F.D.I. attraction in tourism in the short term. As some research suggests, and according to our results, the political authorities should seriously approach the process of attracting foreign investors to establish incentivised macroeconomic business conditions, which require a good credit rating, quality infrastructure, a realistic exchange rate, competitive tax incentives, and favourable interest rates, to ensure political stability and eliminate the administrative and legislative barriers, and the image of the country as a ‘corrupt destination’ (Alfaro, 2003; Khoshnevis Yazdi et al., 2015; Perić & Nikšić Radić, 2015).

The significant impact of F.D.I. in tourism on tourism gross value added in Croatia validates the necessity of public intervention by implementing various policies, including the government providing incentives to foreign investors in tourism. On the other hand, given the importance of the control variables on the inflow of F.D.I. in tourism, the study results suggest an improved regulatory framework to make Croatia more attractive to F.D.I. inflow in tourism.

Among issues for future research, the authors could broaden this research to include testing the F.D.I.-led tourism growth hypothesis on whether it attracts greenfield or brownfield investment.

Notes

1. According to W.T.T.C."s (2011) estimates from 2011, the total tourism contribution to gross domestic product (GDP), in the case of Croatia, was 27.6%, while, at the European level,
that contribution was only 7.7%. Forecasts for 2021 are not very different – the total tourism contribution to GDP, in the case of Croatia, will amount to 30.7%, and, at the European level, 7.8%.

2. Several authors use the gross value added as a proxy for the level of productivity when measuring the effects of F.D.I. in particular sectors (Alfaro, 2003; Cipollina, Giovannetti, Pietrovito & Pozzolo, 2011; Tondl & Fornero, 2008).
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Appendix

Time trends of the selected variables

Source: Authors’ calculation.


V.A.R. Lag Order Selection Criteria
Endogenous variables: LOGBDV_T LOGFDI_T
Exogenous variables: C
Date: 03/06/14 Time: 09:12
Sample: 2000Q1 2012Q4
Included observations: 48

<table>
<thead>
<tr>
<th>Lag</th>
<th>LogL</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5.738807</td>
<td>NA</td>
<td>0.002934</td>
<td>-0.155784</td>
<td>-0.077817</td>
<td>-0.126320</td>
</tr>
<tr>
<td>1</td>
<td>135.2718</td>
<td>242.8744</td>
<td>1.57e-05</td>
<td>-5.386325</td>
<td>-5.152425*</td>
<td>-5.297934</td>
</tr>
<tr>
<td>2</td>
<td>138.1615</td>
<td>5.177444</td>
<td>1.65e-05</td>
<td>-5.340064</td>
<td>-4.950230</td>
<td>-5.192745</td>
</tr>
<tr>
<td>3</td>
<td>146.6000</td>
<td>14.41573*</td>
<td>1.37e-05</td>
<td>-5.525000</td>
<td>-4.979233</td>
<td>-5.318754*</td>
</tr>
<tr>
<td>4</td>
<td>151.0458</td>
<td>7.224377</td>
<td>1.35e-05*</td>
<td>-5.543574*</td>
<td>-4.841874</td>
<td>-5.278401</td>
</tr>
</tbody>
</table>

* Indicates lag order selected by the criterion
LR: Sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion
Source: Authors’ calculation.

Diagnostic tests
V.A.R. Residual Serial Correlation LM Tests
Null Hypothesis: no serial correlation at lag order h
Date: 03/11/14 Time: 10:41
Sample: 2000Q1 2012Q4
Included observations: 48

<table>
<thead>
<tr>
<th>Lags</th>
<th>LM-Stat</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.786718</td>
<td>0.4356</td>
</tr>
<tr>
<td>2</td>
<td>2.999068</td>
<td>0.5580</td>
</tr>
<tr>
<td>3</td>
<td>1.457214</td>
<td>0.8342</td>
</tr>
<tr>
<td>4</td>
<td>2.289459</td>
<td>0.6827</td>
</tr>
<tr>
<td>5</td>
<td>3.823441</td>
<td>0.4304</td>
</tr>
<tr>
<td>6</td>
<td>1.451788</td>
<td>0.8351</td>
</tr>
<tr>
<td>7</td>
<td>1.952132</td>
<td>0.7446</td>
</tr>
<tr>
<td>8</td>
<td>1.941573</td>
<td>0.7465</td>
</tr>
<tr>
<td>9</td>
<td>1.651003</td>
<td>0.7996</td>
</tr>
<tr>
<td>10</td>
<td>4.308441</td>
<td>0.3659</td>
</tr>
<tr>
<td>11</td>
<td>2.039702</td>
<td>0.7285</td>
</tr>
<tr>
<td>12</td>
<td>4.270071</td>
<td>0.3707</td>
</tr>
</tbody>
</table>

Probs from chi-square with 4 df
Source: Authors’ calculation.
V.A.R. Residual Normality Tests  
Orthogonalisation: Residual Correlation (Doornik-Hansen)  
Null Hypothesis: residuals are multivariate normal  
Date: 03/11/14 Time: 10:42  
Sample: 2000Q1 2012Q4  
Included observations: 48

<table>
<thead>
<tr>
<th>Component</th>
<th>Skewness</th>
<th>Chi-sq</th>
<th>df</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.413833</td>
<td>1.625771</td>
<td>1</td>
<td>0.2023</td>
</tr>
<tr>
<td>2</td>
<td>−0.177358</td>
<td>0.311777</td>
<td>1</td>
<td>0.5766</td>
</tr>
<tr>
<td>Joint</td>
<td></td>
<td>1.937547</td>
<td>2</td>
<td>0.3795</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Kurtosis</th>
<th>Chi-sq</th>
<th>df</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.271256</td>
<td>0.366598</td>
<td>1</td>
<td>0.5449</td>
</tr>
<tr>
<td>2</td>
<td>3.635279</td>
<td>2.945279</td>
<td>1</td>
<td>0.0861</td>
</tr>
<tr>
<td>Joint</td>
<td></td>
<td>3.311877</td>
<td>2</td>
<td>0.1909</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th>Jarque-Bera</th>
<th>df</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.992369</td>
<td>2</td>
<td>0.3693</td>
</tr>
<tr>
<td>2</td>
<td>3.257056</td>
<td>2</td>
<td>0.1962</td>
</tr>
<tr>
<td>Joint</td>
<td>5.249425</td>
<td>4</td>
<td>0.2626</td>
</tr>
</tbody>
</table>

V.A.R. Residual Heteroskedasticity Tests: No Cross Terms (only levels and squares)  
Date: 03/11/14 Time: 10:42  
Sample: 2000Q1 2012Q4  
Included observations: 48

Joint test:

<table>
<thead>
<tr>
<th>Chi-sq</th>
<th>df</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>50.18190</td>
<td>48</td>
<td>0.3870</td>
</tr>
</tbody>
</table>

Individual components:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>res1*res1</td>
<td>0.263116</td>
<td>0.691814</td>
<td>0.7801</td>
<td>12.62956</td>
<td>0.6996</td>
</tr>
<tr>
<td>res2*res2</td>
<td>0.248415</td>
<td>0.640386</td>
<td>0.8262</td>
<td>11.92394</td>
<td>0.7492</td>
</tr>
<tr>
<td>res2*res1</td>
<td>0.404739</td>
<td>1.317373</td>
<td>0.2479</td>
<td>19.42746</td>
<td>0.2471</td>
</tr>
</tbody>
</table>

Source: Authors’ calculation.