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Abstract  
Routing is the important research issue in the development of Wireless Networks. Mul-
tipath routing allows data communication through multiple paths. On the other hand, 
multi-path routing does not guarantee deterministic transmission. Since one route is 
available for transferring data from the source node to the destination node. A bige-
neric multi-path routing algorithm is planned for significant wireless mesh net-
works to enhance reliability, also as in impact considering with link failures. The con-
stituted algorithm adopts the modified Dijkstra’s algorithm for searching the shortest 
route from the gateway to each end node. A virtual trail distinct from the regular trail 
is introduced to realize trail diffusion and updating. The routes used for data point’s 
transmission are selected based on their regular trail values, alleviating the delivery of 
data points through better routes. Link failures are then treated using route mainte-
nance mechanism. This can be accomplished by increase the accuracy through the al-
ready visible route measures collected by the routing protocol. Rate adaptation algo-
rithm is designed to compute the best rate for each wireless link. This modified con-
clusion aims at providing better routing and rate alternatives. Simulation results show 
that the proposed algorithm outperforms conventional algorithms in terms of packet 
delivery ratio, end-to-end delay  routing operating cost. 
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1. INTRODUCTION 

Nowadays, mobile communications like wire-
less technology, plays great role in the real world. 
Advance creations of hardware along with software 
technologies leads to proficient wireless mobile 
equipment. The classifications of wireless systems 
are /1/, namely, Infrastructure networks and Infra-
structure-less networks. The convergence of this 
two approaches results in wireless mesh networks 
(WMNs) that guarantees larger flexibility, in-
creased reliability, and enhanced performance. 
However, there are still numerous challenges in de-
signing of wireless mesh networks (WMNs). 

Video communications in WMN are typically 
Internet oriented and therefore the traffic is either 
from end user to Internet gateway (IGW) or vice 

versa /2/. In most WMNs deployed currently, the 
main focus of the routing protocol is to find  a single 
best possible route from the source to the destina-
tion. Consequently, certain links might be heavily 
loaded whereas many others are significantly un-
derutilized. Such a phenomenon could be a breach 
of traffic engineering principle and will depreciate 
the overall performance of the network. In this arti-
cle, a bigeneric multi-path routing algorithm 
known as Rate Adaptive DWMNet is proposed for 
industrial wireless mesh networks that combines 
Dijkstra’s algorithm /3/ and also the Rate Adaptive 
Link Estimation based ant colony optimization 
(ACO) algorithm /4/. This was derivative from hy-
brid routing algorithm of /5/. Dijkstra’s algorithm 
gets the first route setup, while the ACO algorithm 
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is responsible for route exploration and mainte-
nance. Rate Adaptive DWMNet aims to achieve 
load balance additionally as reliable and determin-
istic transmission with minimal flooding problem. 
Another mechanism based on a joint approach for 
solving these two important issues in WMNs such 
as automatic rate adaptation and routing metric as-
signment /6/ is also presented. The idea is to use a 
cooperative cross-layer method, called ROUTE se-
lection. VANETs emerged to turn the attention of 
researchers in the field of wireless communications 
/7/. The taxonomy of various clustering and routing 
techniques in WSNs based on networks /8/. The 
routing protocols are categorized as energy effi-
ciency computational complexity, path establish-
ment and network structure /9/. Combined network 
topology information and transform-domain anal-
ysis in the window, the specious traffic components 
identified in /10/. Temporal-credential-based mu-
tual authentication scheme introduced in /11/. 

 

2. PROPOSED ROUTING ALGORITHM 
The bigeneric multi-path routing algorithm for 

industrial wireless mesh network, hereby known 
rate adaptive DWM Net, which combines the im-
proved Dijkstra’s algorithm and ACO approach. 
The enhanced Dijkstra’s algorithm achieve the 
route setup, while the ACO algorithm is accounta-
ble for route exploration and maintenance. Follow-
ing the initialization of a network, the network 
manager implements the enhanced Dijkstra’s algo-
rithm to compute the shortest path to every end 
node. Afterwards, the remaining routes are 
searched by employing Rate Adaptive Link Estima-
tion based ACO in the route exploration stage that 
is executed concurrently with data communication. 
The method of route maintenance will respond ef-
fectively to some topological changes in an correct 
way. The bigeneric architecture not only improves 
effectiveness in route setup, in addition to that it 
makes efforts on redundant routes searching and 
the link failure maintenance. Routing information 
is stored within the routing tables and data trans-
mission is directed by the information from this 
routing tables. 
 
2.1. Routing tables 

In industrial wireless mesh networks, all nodes 
preserve a series of tables, which control the com-
munications, which is performed by the nodes. 

These tables like neighbor table and graph table col-
lect the statistics on communications. In the sug-
gested algorithm, trail tables are added as extension 
tables for all nodes. 
 
 Neighbor table: This refers to the list of nodes 

that a node is capable to communicate with di-
rectly. The neighbor table of every node is pop-
ulated after the initial period of a network.  

 
 Graph table: Graphs in networks are accus-

tomed to route messages from their source to 
their destination nodes. Each node doesn’t know 
the whole route, however only knows subse-
quent hop destination legal for propagating a 
packet. Data transmission relies on the route 
with graph ID listed in the graph table. The reg-
ular trails of routes in graph table are utilized as 
the index for route selection.  

 
Trail table: This records trail information regarding 
routes from node x to the gateway g through the in-
termediate node y. The trail table contains infor-
mation of the intermediate nodes on this route and 
the regular trail value Rxyg or a virtual trail value 
Vxyg. At the same time every route can’t have both 
the regular and the virtual trail value. The regular 
trail is used to estimate the goodness of routes and 
to decide which route will be used for data trans-
mission. The virtual trail signifies the routes which 
will possibly relay the data, and then guides ants to 
sample these attainable routes in networks /12/. 
Through information bootstrapping the virtual trail 
is obtained by employing the goodness values re-
ported by neighbor nodes throughout route explo-
ration. In the route exploration and maintenance, 
the bootstrapped value is stored briefly within trail 
table. The goodness of route is stated as the con-
verse of the cost of a pathwhich depends on the 
metrics. Here the shortest paths are preferred; 
therefore the distance between two nodes is a sig-
nificant metric.  

 
2.2. First route setup by enhanced Dijkstra’s algo-
rithm 

In networks, all end nodes should send field 
data to the gateway. The gateway exchanges super-
vision messages with all the end nodes. After the 
network initialization, an enhanced Dijkstra’s algo-
rithm is adopted for first route setup by low calcu-
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lation complexity and less overhead. Instead of per-
mitting each node to launch its own search process 
function is executed through the network manager. 
Additionally, the enhanced Dijkstra’s algorithm 
used Fibonacci heap /13/ to implement Dijkstra’s al-
gorithm to raise searching efficiency. 

An industrial wireless mesh network will be 
described as a simple connected graph, G = (V, E), 
where V and E denote the set vertices and also the 
set of edges, correspondingly. The simple weight of 
each edge is delineated by the distance between two 
nodes, as the length of the edge. grefers the gate-
way, and dt(v) is that the distance between the gate-
way and node v. The enhanced Dijkstra’s algorithm 
is given in subsection and it works as follows: 

Throughout algorithm operation, every vertex 
is either in unlabeled or labeled state. At first, d(g) = 
0and d v
are unlabeled (lines 1 to 4). The Fibonacci heap  
stores all the vertices, and dt(v) is the key of each 
vertex (line 5). The state of v is converted into la-
beled (lines 6 to 8) and also the vertex v with the 
minimum key is extracted from the heap. For each 
edge (v, u), if the state of u be unlabeled and dt(v) + 
dt(v, u) is smaller than dt(u), then all dt(u) is replaced 
bydt(v) +dt(v, u) and also the key of u ismodified 
consequently (lines 9 to 14). This algorithm is re-
peated until the heap is empty. In this mode, the 
shortest routes from the gateway to each node are 
found out. 
 
Algorithm 1:Enhanced Dijkstra’s algorithm 
Enhanced Dijkstra(G, g, v) 

1. for each vertex v in G  
2. distance[v] = infinite; parent[v] = NULL; 

state[v] = unlabeled;  
3. for gateway g in G  

4. distance[g] = 0;  
5. insert all the vertexes into distance Fibonacci 

heap Q;  
6. while (!Q.empty())  

7. v = Extract-Min(Q);  
8. state[v] = labeled;  
9. for each edge (v, u)  

10 if (state[u] = unlabeled)  
11 if(distance[u]>distance[v]  

+ distance[v, u])  
 12 distance[u]=distance[v] do  
 + distance[v, u];  

 13 parent[u] = v;  
14. Decrease-Key(u)  

 
Previously the first shortest route from node x to 
the gateway is found, trail tables of all nodes on this 
route and also the graph table of node x are popu-
lated. The trail at this route could be a regular trail 
Rxyg , and this route is added to the graph table for 
data transmission. 

After the search process is completed, the net-
work manager will hold the information of the pos-
sible shortest routes for every node. Afterwards, the 
network manager sends the associated routing in-
formation to the nodes so as to populate their re-
spective graph tables. From the information within 
the graph tables, the nodes will identify the graph 
ID, the receiver node, and also the next node. This 
technique can be called as target direction query. 
Here, if someone asks some directions for a specific 
place to another one, they will provide him some 
directions; then, at subsequent crossing, this person 
will ask some other person for assistance. This tech-
nique will decrease the memory capacity of each 
node, by avoiding the redundant multi-hop search 
process. Every node has one of the shortest route to 
the gateway for sending data packets. 
 
2.3. Route exploration by Rate Adaptive Link Es-
timation based ACO 

In this phase multiple redundant routes for 
data transmission are accomplished. These pro-
cesses extend available routing information to a 
mesh node of multiple routes based on initial route 
setup period. Two sub-processes are included in 
route exploration namely trail diffusion and trail 
updating. In trail diffusion the obtainable trail in-
formation is spread over the network by employing 
“keep-alive” messages periodically. The aim of trail 
updating is to regulate and update trail information 
all through route sampling by utilizing ants. 

In this study, trail diffusion proceeds as soon as 
the shortest routes are discovered; it’s then con-
cluded when the regular trail information of all 
routes are populated through the method of trail 
updating. A route exploration cycle is formed by 
this process, and more over the next cycle is acti-
vated by topological changes or the timer. 
 
2.3.1. “Keep-alive” message 

In industrial wireless mesh networks, each 
node exchanges its information with every other 
node by employing “keep-alive” messages. The 
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is responsible for route exploration and mainte-
nance. Rate Adaptive DWMNet aims to achieve 
load balance additionally as reliable and determin-
istic transmission with minimal flooding problem. 
Another mechanism based on a joint approach for 
solving these two important issues in WMNs such 
as automatic rate adaptation and routing metric as-
signment /6/ is also presented. The idea is to use a 
cooperative cross-layer method, called ROUTE se-
lection. VANETs emerged to turn the attention of 
researchers in the field of wireless communications 
/7/. The taxonomy of various clustering and routing 
techniques in WSNs based on networks /8/. The 
routing protocols are categorized as energy effi-
ciency computational complexity, path establish-
ment and network structure /9/. Combined network 
topology information and transform-domain anal-
ysis in the window, the specious traffic components 
identified in /10/. Temporal-credential-based mu-
tual authentication scheme introduced in /11/. 

 

2. PROPOSED ROUTING ALGORITHM 
The bigeneric multi-path routing algorithm for 

industrial wireless mesh network, hereby known 
rate adaptive DWM Net, which combines the im-
proved Dijkstra’s algorithm and ACO approach. 
The enhanced Dijkstra’s algorithm achieve the 
route setup, while the ACO algorithm is accounta-
ble for route exploration and maintenance. Follow-
ing the initialization of a network, the network 
manager implements the enhanced Dijkstra’s algo-
rithm to compute the shortest path to every end 
node. Afterwards, the remaining routes are 
searched by employing Rate Adaptive Link Estima-
tion based ACO in the route exploration stage that 
is executed concurrently with data communication. 
The method of route maintenance will respond ef-
fectively to some topological changes in an correct 
way. The bigeneric architecture not only improves 
effectiveness in route setup, in addition to that it 
makes efforts on redundant routes searching and 
the link failure maintenance. Routing information 
is stored within the routing tables and data trans-
mission is directed by the information from this 
routing tables. 
 
2.1. Routing tables 

In industrial wireless mesh networks, all nodes 
preserve a series of tables, which control the com-
munications, which is performed by the nodes. 

These tables like neighbor table and graph table col-
lect the statistics on communications. In the sug-
gested algorithm, trail tables are added as extension 
tables for all nodes. 
 
 Neighbor table: This refers to the list of nodes 

that a node is capable to communicate with di-
rectly. The neighbor table of every node is pop-
ulated after the initial period of a network.  

 
 Graph table: Graphs in networks are accus-

tomed to route messages from their source to 
their destination nodes. Each node doesn’t know 
the whole route, however only knows subse-
quent hop destination legal for propagating a 
packet. Data transmission relies on the route 
with graph ID listed in the graph table. The reg-
ular trails of routes in graph table are utilized as 
the index for route selection.  

 
Trail table: This records trail information regarding 
routes from node x to the gateway g through the in-
termediate node y. The trail table contains infor-
mation of the intermediate nodes on this route and 
the regular trail value Rxyg or a virtual trail value 
Vxyg. At the same time every route can’t have both 
the regular and the virtual trail value. The regular 
trail is used to estimate the goodness of routes and 
to decide which route will be used for data trans-
mission. The virtual trail signifies the routes which 
will possibly relay the data, and then guides ants to 
sample these attainable routes in networks /12/. 
Through information bootstrapping the virtual trail 
is obtained by employing the goodness values re-
ported by neighbor nodes throughout route explo-
ration. In the route exploration and maintenance, 
the bootstrapped value is stored briefly within trail 
table. The goodness of route is stated as the con-
verse of the cost of a pathwhich depends on the 
metrics. Here the shortest paths are preferred; 
therefore the distance between two nodes is a sig-
nificant metric.  

 
2.2. First route setup by enhanced Dijkstra’s algo-
rithm 

In networks, all end nodes should send field 
data to the gateway. The gateway exchanges super-
vision messages with all the end nodes. After the 
network initialization, an enhanced Dijkstra’s algo-
rithm is adopted for first route setup by low calcu-
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unique intention of this message is to look for qui-
escent links, find out new neighbors, and also to 
maintain time synchronization. In order to avoid 
power consumption and network flood because of 
numerous messages, “Keep-alive” messages have 
to be sent once per minute. 

In this structure, “keep-alive” message is ex-
panded to take account of the routing information 
for trail diffusion. This “keep-alive” message plays 
an important role in trail diffusion, and as such, 
some properties require adjustment. In the route 
discovery period, as a node gets new information of 
paths to the gateway, the node sends “keep-alive” 
messages toward its neighbors. And the time inter-
val of the transmission of those messages should be 
more than 1 s. Each message carries information 
concerning five routes to the gateway at most. Since 
this step stops, the properties of “keep-alive” mes-
sage are rearranged to their default configuration. 
 
2.3.2. Trail updating 

When a node receives a “keep-alive” message 
about route trail, the resulting bootstrapped value 
begins the trail updating of routes. There are two 
possibilities cases concerning trail updating: routes 
without regular trail and routes with regular trail. 
Similar to these two cases, the bootstrapped value 
will be utilized for route exploration and route up-
dating, correspondingly. 
 
a) Route exploration 

If only a bootstrapped value Bxyg is present ra-
ther than a regular trail value within the trail table 
of node x,Bxyg indicates a possible new route. But, 
this new routehas never been usedwholly, therefore 
it is potentially unreliable. Hence node x updates its 
trailinformation as given as: Vxyg Bxyg . Once a vir-
tual pathis allotted to a route, proactive forward 
ants are sent out by the source node that may be a 
typical mode of operation in the Rate Adaptive 
Link Estimation based ACO algorithm. 

Proactive forward ants are unicast instead of 
broadcast toward the destination. In this process, a 
proactive forward ant takes a new routing decision 
at the intermediary node m employing the proba-
bility Pxmg as outlined in equation  (3). There are reg-
ular trails or the virtual trails on routes from node x 
to the gateway. Hence, Pxmg is decided by the actual 
circumstances of route trail. When a proactive ant 
arrives at a node that provides no routing infor-
mation concerning the gateway suggests the route 

does not reside. Afterwards, the forward ant is re-
moved. On the other hand, the network manager 
records the route taken by means of the proactive 
onward ant once it arrives at the gateway. Thus the 
virtual path is investigated by this manner, and also 
the regular path is chosen on this route. As a result, 
other routes from x to g which contain regular path 
is also involved in trail updating. Since the number 
of routes is being increased, the offered route for 
data transmission also increases for a full mesh. 

By using multiple routes in ant forwarding, the 
throughput is improved as the load is spread more 
evenly over theobtainable network resources. This 
approach to choose the next-hop node throughout 
the advancing process is similar to the sensible 
routing policies analyzed in /14/. 

b) Route updating 
If node x contains a regular path value in its 

trail table for a route from x to the gateway y, in that 
case this route may possibly have been sampled by 
ants within the past or is taken into account the 
shortest route. Thus, this route is reliable. Bxyg is 
treated like an update of the goodness estimate of 
this reliable route and is employed to replace Rxyg 
when Bxyg is better than Rxyg. In this manner, trails 
on current routes are kept up-to-date. At the same 
time, the graph tables ought to be updated in addi-
tion. Trail updating doesn't last as long as the whole 
network lifetime. A loop is terminated when all 
routes within the network have regular trails. 
 

Once the network is initialized, the network 
manager allows the enhanced Dijkstra’s algorithm 
to calculate the shortest path to all end nodes. When 
the shortest route of each node is found, the trail ta-
bles of all nodes on this route and graph table of this 
node are populated. Route exploration includes 
two sub-processes, that is, trail diffusion and trail 
updating. Throughout the process of trail diffusion, 
a node will derive the bootstrapped value. On the 
other hand, the network manager records the route 
taken by the proactive forward ant once it arrives at 
the gateway. In this way, the regular trail is allo-
cated on this route. If there’s a regular trail value for 
a route, the bootstrapped value can be treated like 
an update of the goodness estimate of this route and 
is employed to replace the regular trail on this route 
when the bootstrapped value is better than the reg-
ular trail. In this manner, trails on current routes are 
kept up-to-date. In this article, trail diffusion pro-
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ceeds immediately the shortest routes are discov-
ered; it's then terminated when the regular trail in-
formation of all routes is populated through the 
method of trail updating. 
 
2.4. Link Quality Estimation for ROUTE Selection  

In order to compute the metric RSab its neces-
sary to know the value of Expected Transmission 
Count (ETX) for a b in every available transmission 
rate. As the original formulation of ETX depends on 
broadcast probes, this value is just computed at one 
rate. Thus the Route Selection needs a different ap-
proach for computing ETX value. 

The most straight forward solution is to simply 
manipulate the transmission rate for broadcast 
frames, in order that Route Selection can send the 
ETX probes at every obtainable rate. By this way, 
Route Selection would have statistical data to com-
pute ETX in all rates. But, considering, for example, 
the IEEE 802.11b/g mixed mode (widely utilized in 
commercial devices), there are twelve available 
rates. Therefore, this strategy would significantly 
increase network overhead. 

 
To avoid such an overhead increase, Route Se-

lection adopts a different approach, shown in ETX 
algorithm. 

This approach relies on a process of renovation 
of the links success probabilities. This renovation 
happens in two steps: 
 

1) the average SNR (Signal-to-Noise Ratio) of 
the link is estimated utilizing the infor-
mation provided by probe packets;  

 
2) the average SNR is employed to estimate 

the link success probability in all rate, that  
is later used to compute ETX for each rate. 

 
Both steps need the knowledge of a function that 
relates SNR and also the success possibility of a 
link. while defining a closed phrase for such a func-
tion isn't trivial, previous works have collected data 
through experiments and simulations for all trans-
mission rates employed in the IEEE 802.11b/g 
mixed mode /15/. The flow chart of Rate Adaptive 
DWM Net is showed in figure  1. 

These data is accustomed to build a table relat-
ing four physical measures includes SNR, transmis-
sion rate, frame size, and PER (Packet Error Rate). 
For example, this table is employed, by the 

DEI802.11-mr module, an enhanced performance of 
the IEEE 802.11 standard for the ns-2 simulator. 

By this pre-computed table, it’s possible to as-
sume the SNR of a connection from the packet error 
rate computed with probe packets at the basic rate 
(as done by the ETX metric). The transmission rate 
and also the frame size (probe size) are noted from 
the transmission of the probe packets. The PER is 
approximated by the value measured by employing 
the probes. Thus, the table might be consulted to 
find a value to the SNR.  On the other hand, by 
means of this SNR estimate and selecting a target 
rate for a new table, consult returns an estimate for 
the link’s PER. 
 
1) Conversion Issues: The suggested technique for 
converting link’s PER presents a problem. The func-
tion which relates SNR and PER (for a given rate 
and a given frame size) has an asymptotic behavior 
intended for both low and high values of SNR. As 
SNR increases, PER approaches 1. On the other 
hand, as SNR decreases, the value of PER ap-
proaches to 0. For the extreme cases PER equals to 
0 or 1 but are never reached, because, inde-
pendently of how high or low the SNR is, there’s 
always a chance of failure or success respectively. 
 
Algorithm 2: Selection of the mainly useful statistic 
algorithm. 
Input:lossProb. 
Output:usedProbandusedRate.iflossProb[3] < 1 then 

UsedProb,lossProb[3]usedRate54 Mbps  
else  
iflossProb[2] < 1 then usedProb lossProb [2] 
usedRate  36 Mbps  
else  
iflossProb[1] < 1 then usedProb  lossProb[1] 
usedRate18 Mbps  
else  
usedProb lossProb[0]usedRate 1 Mbps  
end ifd if end if 
return usedProb, usedRate 

 
When Route Selection has to calculate the met-

ric for a link, it first chooses one of the four proba-
bilities utilizing Algorithm 2. Within the code, loss-
Prob is an array, containing the link error rates esti-
mated at each of the four transmission rates. This 
simple algorithm chooses when the most appropri-
ated statistics for the current link the one related to 
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unique intention of this message is to look for qui-
escent links, find out new neighbors, and also to 
maintain time synchronization. In order to avoid 
power consumption and network flood because of 
numerous messages, “Keep-alive” messages have 
to be sent once per minute. 

In this structure, “keep-alive” message is ex-
panded to take account of the routing information 
for trail diffusion. This “keep-alive” message plays 
an important role in trail diffusion, and as such, 
some properties require adjustment. In the route 
discovery period, as a node gets new information of 
paths to the gateway, the node sends “keep-alive” 
messages toward its neighbors. And the time inter-
val of the transmission of those messages should be 
more than 1 s. Each message carries information 
concerning five routes to the gateway at most. Since 
this step stops, the properties of “keep-alive” mes-
sage are rearranged to their default configuration. 
 
2.3.2. Trail updating 

When a node receives a “keep-alive” message 
about route trail, the resulting bootstrapped value 
begins the trail updating of routes. There are two 
possibilities cases concerning trail updating: routes 
without regular trail and routes with regular trail. 
Similar to these two cases, the bootstrapped value 
will be utilized for route exploration and route up-
dating, correspondingly. 
 
a) Route exploration 

If only a bootstrapped value Bxyg is present ra-
ther than a regular trail value within the trail table 
of node x,Bxyg indicates a possible new route. But, 
this new routehas never been usedwholly, therefore 
it is potentially unreliable. Hence node x updates its 
trailinformation as given as: Vxyg Bxyg . Once a vir-
tual pathis allotted to a route, proactive forward 
ants are sent out by the source node that may be a 
typical mode of operation in the Rate Adaptive 
Link Estimation based ACO algorithm. 

Proactive forward ants are unicast instead of 
broadcast toward the destination. In this process, a 
proactive forward ant takes a new routing decision 
at the intermediary node m employing the proba-
bility Pxmg as outlined in equation  (3). There are reg-
ular trails or the virtual trails on routes from node x 
to the gateway. Hence, Pxmg is decided by the actual 
circumstances of route trail. When a proactive ant 
arrives at a node that provides no routing infor-
mation concerning the gateway suggests the route 

does not reside. Afterwards, the forward ant is re-
moved. On the other hand, the network manager 
records the route taken by means of the proactive 
onward ant once it arrives at the gateway. Thus the 
virtual path is investigated by this manner, and also 
the regular path is chosen on this route. As a result, 
other routes from x to g which contain regular path 
is also involved in trail updating. Since the number 
of routes is being increased, the offered route for 
data transmission also increases for a full mesh. 

By using multiple routes in ant forwarding, the 
throughput is improved as the load is spread more 
evenly over theobtainable network resources. This 
approach to choose the next-hop node throughout 
the advancing process is similar to the sensible 
routing policies analyzed in /14/. 

b) Route updating 
If node x contains a regular path value in its 

trail table for a route from x to the gateway y, in that 
case this route may possibly have been sampled by 
ants within the past or is taken into account the 
shortest route. Thus, this route is reliable. Bxyg is 
treated like an update of the goodness estimate of 
this reliable route and is employed to replace Rxyg 
when Bxyg is better than Rxyg. In this manner, trails 
on current routes are kept up-to-date. At the same 
time, the graph tables ought to be updated in addi-
tion. Trail updating doesn't last as long as the whole 
network lifetime. A loop is terminated when all 
routes within the network have regular trails. 
 

Once the network is initialized, the network 
manager allows the enhanced Dijkstra’s algorithm 
to calculate the shortest path to all end nodes. When 
the shortest route of each node is found, the trail ta-
bles of all nodes on this route and graph table of this 
node are populated. Route exploration includes 
two sub-processes, that is, trail diffusion and trail 
updating. Throughout the process of trail diffusion, 
a node will derive the bootstrapped value. On the 
other hand, the network manager records the route 
taken by the proactive forward ant once it arrives at 
the gateway. In this way, the regular trail is allo-
cated on this route. If there’s a regular trail value for 
a route, the bootstrapped value can be treated like 
an update of the goodness estimate of this route and 
is employed to replace the regular trail on this route 
when the bootstrapped value is better than the reg-
ular trail. In this manner, trails on current routes are 
kept up-to-date. In this article, trail diffusion pro-
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the higher probe rate, so that the PER value can be 
less than 1. As a result the extreme values such as 0 
and 1 are avoided by improving the exactness of the 
SNR estimate. 
 
2) Table Limitations: The conversion table utilized 
by Route Selection associates four physical quanti-
ties: SNR, transmission rate, frame size and PER. 
When this data is organized as a table, there are, 
two limitations: 
a)Two physical quantities stored in the table as-

sumes continuous values such as SNR. 
Therefore, to represent all possible values of both 

physical quantities, the table would need an infinite 
number of entries. Because this may not be possible, 
there must be a minimal granularity for these phys-
ical quantities.  

b) If the table contains a low granularity, it will 
become too extensive, causing the consults to 
be computationally expensive.  
To avoid both limitations, Route Selection 

doesn't use directly the table, though instead a set 
of functions it proposes for interpolating data in the 
table.  

Figure 1 compares the original data and also the 
obtained curves for four different rates, considering 
1500-byte packets. Although this work considers 
the transmission rates available for the IEEE 
802.11b/g standard, it argues that the method rep-
resented here can be applied to transmission rates 
offered in other standards like IEEE 802.11n.The 
above route selection method is also provides better 
results on computation. 
 
2.5. Route selection for data transmission 

Once all the routes have regular trails, after that 
the cycle of route exploration ends. But for deter-
ministic transmission, not all explored routes are 
utilized for data transmission. In this paper, the net-
work manager reserves top five routes for every 
node based on the trail values of routes. If node x 
doesn’t have five routes, then all discovered routes 
are selected for data transmission. Each of these top 
five routes is indicated by a graph ID, a regular trail 
value, and also information concerning the next-
hop node on this route. The information on these 
routes for the data transmission is stored in graph 
tables of nodes along these routes. 

Preceding to each data transmission, node x se-
lects the route whose graph ID is k from the graph 
table employing the probability Pik. The number of 

routes used for data transmission is outlined be-
forehand owing to the fact that the quality of the 
routes varies with every node. In this mode, the 
data transmission can be dispersive for load stabil-
ity. So, choosing the five best routes and setting 2 
as five guarantees deterministic communication, 
and balance the path load in the networks, thus 
transmitting the data through relatively better 
routes. As a result, these five routes will undertake 
data transmission equally. 

 
3. EXPERIMENTAL RESULTS 

In this section, we evaluate the performance of 
our proposed Rate adaptation based hybrid multi-
path algorithm for  
different network sizes under simulated wireless 
communication channel conditions using the NS2 
network simulator. In our simulations, we assume 
that single source trying to send multi path depend-
ent packet transfers via 60 
fixed nodes. 

 
 
 
 
 
 
 
 
 
 
 

Figure1. Represent the initial deployment of 
the wireless mesh node to simulation 

 
We let nodes to be uniformly randomly distrib-

uted in a square cell whereby the maximum dis-
tance of a pair of connected nodes is set to 50 meter. 
We also assume that several number of non-func-
tioning are located at 30 meters from their associ-
ated source nodes. The WMN data rate is set to 10 
Mb/s using a next-generation IEEE 802.11n WLAN 
me This evaluation was conducted on both simu-
lated using the implementations discussed in Sec-
tion II. 
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Figure2 . Represent the source based multipath 
packet 

 
Figure 3. Represent the available multi path 
nodes that can be used transfers across the des-
tinations in wireless meshwork 
 
We evaluate the throughput of the proposed algo-
rithm using standard configurations. In this con-
figuration, we have a 60-node network where sin-
gle node and multiple destinations are deployed. 
Figure 2 shows, the high number of multi-receiv-
ers, the number of available channels is 3, and the 
randomly generated link loss ratio on each link 
value is between 10 and 90%. 

In figure 3 it shows, the number of multi-receiv-
ers already used for the path is shown in red, where 
the yellow nodes can be used for the obtainable 
paths. For each link packet delivery ratio is a ran-
domly generated value between 10 and 94%. 

 
Figure 4. Represent the overall throughput of 
the source nodes used during the communica-
tion in wireless mesh network 

 

 
Figure5. Represent the total number of packet 
sent during the communication in wireless mesh 
network 

The performance graph in figure 4 represents the 
comparison of overall system throughput. From the 
figure it is observed that the overall throughput is 
high for the Path which has the highest packet de-
livery ratio. 

We evaluate the total number of packet sent 
from the source to the destination by measuring the 
total packets sent to reach its destination. For these 
experiments, we used 60 nodes and 10 channels, 
and we varied the number of multi-receivers from 
5 to 50. The packet delivery ratio of each link is ran-
domly generated between 10 and 92%. 
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the higher probe rate, so that the PER value can be 
less than 1. As a result the extreme values such as 0 
and 1 are avoided by improving the exactness of the 
SNR estimate. 
 
2) Table Limitations: The conversion table utilized 
by Route Selection associates four physical quanti-
ties: SNR, transmission rate, frame size and PER. 
When this data is organized as a table, there are, 
two limitations: 
a)Two physical quantities stored in the table as-

sumes continuous values such as SNR. 
Therefore, to represent all possible values of both 

physical quantities, the table would need an infinite 
number of entries. Because this may not be possible, 
there must be a minimal granularity for these phys-
ical quantities.  

b) If the table contains a low granularity, it will 
become too extensive, causing the consults to 
be computationally expensive.  
To avoid both limitations, Route Selection 

doesn't use directly the table, though instead a set 
of functions it proposes for interpolating data in the 
table.  

Figure 1 compares the original data and also the 
obtained curves for four different rates, considering 
1500-byte packets. Although this work considers 
the transmission rates available for the IEEE 
802.11b/g standard, it argues that the method rep-
resented here can be applied to transmission rates 
offered in other standards like IEEE 802.11n.The 
above route selection method is also provides better 
results on computation. 
 
2.5. Route selection for data transmission 

Once all the routes have regular trails, after that 
the cycle of route exploration ends. But for deter-
ministic transmission, not all explored routes are 
utilized for data transmission. In this paper, the net-
work manager reserves top five routes for every 
node based on the trail values of routes. If node x 
doesn’t have five routes, then all discovered routes 
are selected for data transmission. Each of these top 
five routes is indicated by a graph ID, a regular trail 
value, and also information concerning the next-
hop node on this route. The information on these 
routes for the data transmission is stored in graph 
tables of nodes along these routes. 

Preceding to each data transmission, node x se-
lects the route whose graph ID is k from the graph 
table employing the probability Pik. The number of 

routes used for data transmission is outlined be-
forehand owing to the fact that the quality of the 
routes varies with every node. In this mode, the 
data transmission can be dispersive for load stabil-
ity. So, choosing the five best routes and setting 2 
as five guarantees deterministic communication, 
and balance the path load in the networks, thus 
transmitting the data through relatively better 
routes. As a result, these five routes will undertake 
data transmission equally. 

 
3. EXPERIMENTAL RESULTS 

In this section, we evaluate the performance of 
our proposed Rate adaptation based hybrid multi-
path algorithm for  
different network sizes under simulated wireless 
communication channel conditions using the NS2 
network simulator. In our simulations, we assume 
that single source trying to send multi path depend-
ent packet transfers via 60 
fixed nodes. 

 
 
 
 
 
 
 
 
 
 
 

Figure1. Represent the initial deployment of 
the wireless mesh node to simulation 

 
We let nodes to be uniformly randomly distrib-

uted in a square cell whereby the maximum dis-
tance of a pair of connected nodes is set to 50 meter. 
We also assume that several number of non-func-
tioning are located at 30 meters from their associ-
ated source nodes. The WMN data rate is set to 10 
Mb/s using a next-generation IEEE 802.11n WLAN 
me This evaluation was conducted on both simu-
lated using the implementations discussed in Sec-
tion II. 
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Figure6. Represent the overall energy spent 
during the communication in wireless mesh 
network 
 
The investigation of the routes which is chosen by 
each routing metric yielded new interesting in-
sights, though the most frequent route chosen by 
each metric. 
From the results, we can state that the rate adapta-
tion mechanism is able to achieve more throughput 
than the static algorithm with the consideration of 
Ant colony transformation. This is because when 
the link quality is estimated throughout the route 
matrices, the initially built path may not be capable 
to provide the best multicast paths for the current 
application. Here the rate adaption gives enough 
adjust mechanism to the system which can adapt to 
the time varying environment. 
 
4. CONCLUSION 

This paper investigates an efficient hybrid rout-
ing approach using ant colony transformation and 
Rate adaptation matrices in the link-heterogeneous 
mesh networks where throughput maximization is 
most important. Compared with previous tech-
niques, our work more accurately models multi-
path path selection based on rate adaptation in 
WMNs. The wireless mesh network is modeled as a 
routine trace collection which can be used for select-
ing the best path from the available structure. The 
projected method is simulated with heterogeneous 
model in order to identify and understand the per-
formance of the overall system. 
 

Future work will be focused on self-adaptive 
learning based mechanism which can be used to in-
crease the performance in the dissimilar networks. 
This system is analyzed with various channel based 
communications for better performance. 
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Sažetak  
Usmjeravanje je važan istraživački problem u razvoju bežičnih mreža. Višestazno usmjeravanje omogućuje po-
datkovnu komunikaciju kroz više puteva. S druge strane, višestruko usmjeravanje ne jamči deterministički pri-
jenos, budući da je jedna ruta dostupna za prijenos podataka iz izvornog čvora do odredišnog čvora. Konstitui-
rani algoritam primjenjuje modificirani algoritam Dijkstra za traženje najkraćeg puta od pristupnika do svakog 
krajnjeg čvora. Algoritam prilagodbe stope dizajniran je za izračunavanje najbolje brzine za svaku bežičnu vezu. 
Ovaj modificirani zaključak ima za cilj pružiti bolje usmjeravanje i ocjenjivati alternative. Rezultati simulacije 
pokazuju da predloženi algoritam nadmašuje konvencionalne algoritme.  
 
Ključne riječi  
Višesmjerno usmjeravanje, bigenerički put, izlaz, prilagodbe stope 
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Figure6. Represent the overall energy spent 
during the communication in wireless mesh 
network 
 
The investigation of the routes which is chosen by 
each routing metric yielded new interesting in-
sights, though the most frequent route chosen by 
each metric. 
From the results, we can state that the rate adapta-
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