ABSTRACT

Short-term forecasting of the remaining parking space is important for urban parking guidance systems (PGS). The previous methods like polynomial equations and neural network methods are difficult to be applied in practice because of low accuracy or lengthy initial training time which is unfavourable if real-time training is carried out on adapting to changing traffic conditions. To forecast the remaining parking space in real-time with higher accuracy and improve the performances of PGS, this study develops an online forecasting model based on a time series method. By analysing the characteristics of data collected in Nanjing, China, an autoregressive integrated moving average (ARIMA) model has been established and a real-time forecasting procedure developed. The performance of this proposed model has been further analysed and compared with the performances of a neural network method and the Markov chain method. The results indicate that the mean error of the proposed model is about 2 vehicles per 15 minutes, which can meet the requirements for general PGS. Furthermore, this method outperforms the neural network model and the Markov chain model both in individual and collective error analysis. In summary, the proposed online forecasting method appears to be promising for forecasting the remaining parking space in supporting the PGS.
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1. INTRODUCTION

Parking guidance systems (PGS) can provide drivers with parking information and routing guidance to public parking lots in a multiple-stage system and hence improve the efficiency of regional parking facilities and relieve the urban parking problems [1]. The en-trip parking lot selection decision made by the drivers depends on many factors, such as the distance from the parking lot to their destinations, parking cost, spare parking space, etc. Due to limited parking space, the parking problem is becoming serious in metropolitan areas, especially in the central areas of big cities. If there are not enough facilities to meet the parking demand, the drivers should have to pay more attention to the information on whether there are spare parking spaces near their destinations. Indeed, parking space information is the basis of PGS serving drivers [2]. Only when there are spare spaces in parking lots, the drivers will choose these places to park and pay attention to further services, such as route guidance, parking space reservation, and other related services. Therefore, processing and dissemination of the remaining parking space information is vital for the PGS.

In the planning and design periods of a PGS, the stratifications of the parking guidance areas and parking information are necessary because of the large scope of the guidance region [3]. When drivers receive high-level information, there would be a long distance
from the parking lots to their destinations and the remaining parking space may vary during the course of the driver approaching the parking lot which they have selected. Therefore, if only real-time information about the remaining parking space is published to drivers, it may happen that when they arrive at the chosen parking lot, the actual condition is different from the information they had received previously, especially in the central area or at peak times. To avoid this phenomenon and provide accurate parking information to the drivers, the remaining parking space should be forecasted into short-term future and disseminated to the drivers. The length of the short-term period depends on the real-time operation of the parking facilities and the time the drivers need to travel from the place where they receive the parking space information to the chosen parking lot. Furthermore, improving the accuracy and reliability of PGS is beneficial to control and manage the urban parking traffic in macroscopic aspect and increase the efficiency of urban traffic operations [4, 5]. Therefore, it is necessary to develop an effective method for forecasting the remaining parking space accurately to make the guidance information accurate and reliable, and such ability of predicting the remaining parking space is a precondition for the PGS operating effectively.

Some previous studies tried to establish effective forecasting methods for the remaining parking space forecasting based on experiences or modelling the relationship between the influencing factors and the number of the remaining parking spaces. Jia [6] presented two methods to forecast the available parking space shown in variable message signs of PGS, i.e., the simple empirical method and the random variable model, and the random variable model was found to provide better results. These models established the relationships between the parking space and the influencing factors. David and Keller [7] presented a method to forecast on-street remaining parking space. Based on the sociodemographic and parking-specific data, this method took into account the current and future events which influence the general demand for the parking space. Since there are no automatic detectors in on-street parking space, this method is based on historical data collected by periodic manual counts with low frequency. Therefore, if the parking space changes frequently, the accuracy and validity of this model would be affected. Hu [8] proposed the empirical-based models to forecast effective parking space of a parking facility. However, since many kinds of factors may affect the remaining parking spaces, including internal factors like types of car parks, parking cost and position of car parks, and uncertain random factors such as weather and crashes, and for different parking facilities, the main factors may be very different, and the abovementioned methods cannot involve all the potential factors. Furthermore, these models need to be adjusted continuously according to the actual traffic and parking conditions, which might consume long updating time on data processing. In this case, when drivers arrive at the chosen parking lot, the actual number of the remaining parking spaces may be different from the information they had received, which will reduce the reliability of PGS.

For many years, the time series models, which are established based solely on the regularity of the data series and make forecasts into the future, have been applied to traffic prediction problems [9-11]. Especially in short-term prediction of traffic flow, the Box-Jenkins Autoregressive Integrated Moving Average (ARIMA) model is applied under many conditions and some valuable results have been achieved [12-14]. Guo and Deng [15] established an ARIMA model for short-term traffic flow forecasting, and results indicated that the model is practical and feasible. Kumar and Vanajakshi [16] developed a seasonal ARIMA model to forecast the traffic flow with limited data. Lin [17] combined wavelet analysis and ARIMA model to reduce the forecasting error and improve the feasibility of ARIMA model. These methods can avoid the difficulty of incorporating many influencing factors, and the only information needed for the modelling process would be the data series itself, which will simplify and hence improve the reliability of the short-term forecasting approached built thereupon [18]. Therefore, some researchers developed time series methods to forecast the remaining parking spaces [19-21]. However, few studies applied the ARIMA model for the prediction of the remaining parking spaces. Yang, Liu and Wang [19] applied the neural network model into the prediction of available parking spaces. They found that although large sample sizes could reduce the prediction error, a lot of the calculation time was costly and the real-time requirement could not be satisfied. Further studies were conducted by SUN and Cui [22], CHEN et al. [23] to improve the neural network models. However, the problems about calculation time and real-time requirement were not completely solved. Ji, Wang and Deng [20] proposed short-term forecasting method for the remaining parking spaces using wavelet analysis and Markov models based on the characteristics of the occupied parking spaces. Ji, Tang and Guo [21] further combined the largest Lyapunov exponents and wavelet neural network into both one-step and multi-step forecasting. This new method was more accurate than the traditional wavelet neural network models. However, the real-time forecasting process was not studied. In addition, multi-step forecasting accumulates the prediction errors and hence reduces the prediction accuracy.

These methods for the prediction of the remaining parking spaces mentioned above are difficult to be widely applied in practice because of low accuracy or lengthy initial training time which is unfavourable for
real-time training is carried out on adapting to changing traffic conditions. Therefore, targeting the need for developing a real-time remaining parking space forecasting approach and recognizing the periodicity and similarity observed in the real world remaining parking space data, the Box-Jenkins time series method derived from economics and statistics is introduced into the parking guidance systems in this study so as to explore the regularity existing in the data series for conducting short-term forecasting.

The main objective of this study is to develop a method to forecast the remaining parking spaces in real-time more accurately and hence improve the performances of PGS. To establish the forecasting model, the real-world data of Central Emporium Mall Parking Lot in Nanjing, China have been collected. The contributions of this study include three aspects: (1) three patterns of changing characteristics of real-world remaining parking space data are analysed for supporting the development of a time series model, including monthly pattern, weekly pattern and daily pattern; (2) based on the analysis, an Autoregressive Integrated Moving Average (ARIMA) model is established and an online forecasting approach based on the model is developed to forecast in real-time the number of remaining parking spaces; (3) the accuracy and reliability of this online forecasting approach is verified by performance analysis and comparison with two typical forecasting methods used in the previous studies.

2. PROPOSED REAL-TIME FORECASTING METHOD

Based on the specification of a time series model and the discussion on the time series modelling procedure, a real-time short-term remaining parking space forecasting method is proposed in this section.

2.1 Time series model specification

Time series is a series of data that observed values of a statistic are arranged according to time, showing the pattern of this statistic changing with time. Time series models can be applied to describe the characteristics and the tendency of the historically observed data series and make forecast into the future [18].

The influencing factors are not considered in time series forecasting models. Instead, the relationship between the historical and the future data is the only consideration. An important assumption of time series models is that the trend of the data series would last into the future. Therefore, time series method has great potential in short-term forecasting through exploring the trending structure. In PGS, the number of the remaining parking spaces is a series of data arranged according to time which can be forecasted by the time series method and hence the information on the remaining parking spaces can be published to drivers in real-time during their trips. Conventionally, many time series models have been applied in the economics field. For example, Yule proposed the Autoregressive (AR) model to forecast the change of market and Box-Jenkins method was developed further with strong theoretical basis and a structured modelling process. The Box-Jenkins approach is still the main method of time series analysis that is applied in more and more research fields [24].

There are four common time series models in the family of the Box-Jenkins time series models [25, 26]: Autoregressive (AR) model, Moving Average (MA) model, Autoregressive Moving Average (ARMA) model, and Autoregressive Integrated Moving Average (ARIMA) model. The first three models are all applied in modeling and forecasting the stationary time series. In real world, many data series are unstable or non-stationary with unfixed mean values and variances, which cannot be modelled by those three models. However, non-stationary time series can be transformed to stationary series by applying the differencing operator appropriately, resulting in the ARIMA model. Therefore, it can be seen that the first three models are simply special cases of the ARIMA model.

Given time series $X_t$, the mathematical expression of ARIMA $(p, d, q)$ model is Equation 1.

\[
(1 - B)^d X_t = \mu + \frac{\theta(B)}{\Phi(B)} \epsilon_t,
\]

where $p$ is the order of the autoregressive part; $q$ is the order of the moving-average process; $d$ is the order of the differencing; $t$ is the indexed time; $\mu$ is the mean term; $\epsilon_t$ is a random error; $B$ is the backshift operator which is calculated as $BX_t = X_{t-1}$; $\theta(B)$ is the moving-average operator which is $\theta(B) = 1 - \theta_1 B - \ldots - \theta_p B^p$; $\Phi(B)$ is the autoregressive operator which is $\Phi(B) = 1 - \Phi_1 B - \ldots - \Phi_p B^p$.

In fact, the ARIMA models assume linear relationship between the data series, and in this paper, this linear structure assumption based forecasting approach will be compared with those based on non-linear assumptions, i.e. the neural network model.

2.2 Time series modelling procedure

In linear time series models, AR, MA, and ARMA models can be considered as special cases of the ARIMA model. So their modelling processes are similar. In this section, the modelling process of the ARIMA forecast model is introduced, including the model identification stage, model estimation and diagnostic checking stage, and forecasting stage [25].

Model identification stage

The main purpose of this stage is to test the stationarity of time series and identify candidate ARIMA models. In this stage, the autocorrelation functions...
and descriptive statistics of time series are calculated first. The stationarity is tested based on the results in reference [27]. If the time series is non-stationary, the differencing will be conducted. Testing the stationarity and differencing are repeated until differenced series reaches stationarity. Then the order of the autoregressive part and the moving-average process are identified by observing the characteristics of the partial autocorrelation function and the inverse autocorrelation function [28]. According to these identification rules, one or more candidate ARIMA models can be identified for further investigation.

**Estimation and diagnostic checking stage**

The parameters of suggested candidate models will be estimated in this stage and diagnostic checking will be conducted to determine which model is the best fit to the series in question [29, 30]. The following activities will be done in this stage: (1) estimating the parameters by maximum likelihood estimation or least squares estimation; (2) significance tests to drop insignificant parameters; (3) comparing the adequacy of model to determine the optimal model by the conventional information criteria: Akaike Information Criterion (AIC) [31] or Bayesian Information Criterion (BIC) [32]; (4) white noise test for the residuals to show whether the autocorrelation structure has been removed from the original series. In this stage, the most parsimonious model is preferable and a final ARIMA model will be selected for the succeeding forecasting step.

**Forecasting stage**

In this stage, the ARIMA model established in the first two stages is applied to forecast the future values of the time series. In doing so, the forecasting equation would be constructed using the final identified parsimonious model and the estimated parameters, then, the past values can be supplied into the forecasting equation so that forecasts could be computed for the future time steps.

However, it is necessary to point out that usually one step ahead forecasting is conducted in this step, and considering the need for forecasting the remaining parking space continuously over time, it is important for the short-term forecasting to be conducted in real-time to reflect the changing parking information. In this way, a real-time forecasting scheme should be designed to operate the time series model in an online fashion as described below.

### 2.3 Real-time forecasting framework development

In real world, the information on the remaining parking spaces changes constantly and hence forecasts generated using a fixed model may be inaccurate. Therefore, the time series used to do the forecast should be updated in real-time and a better forecasting method is to forecast the data at the next time interval and update the time series model continuously. Bearing this in mind, and through wrapping up the aforementioned Box-Jenkins time series modelling procedure, a real-time forecasting process is developed and shown in Figure 1, with four steps described as below:

1. **Step 1:** determine the data series at time $t$;
2. **Step 2:** establish the forecasting ARIMA model by identification, estimation and diagnostic checking;
3. **Step 3:** forecast the number of remaining parking spaces for time $t+1$ and publish the information to the users;
4. **Step 4:** update the data series at time $t+1$ and return to Step 2.

By collecting real-time remaining parking space data and updating the data series continuously, the parameters of the forecasting ARIMA model can be estimated and amended in real time. Therefore, the number of the remaining parking spaces can be forecasted in real time. This process can be implemented using SAS software. Considering the established efficiency of SAS-based ARIMA modelling procedures, this process requires little time in updating real-time data and forecasting, i.e., less than one minute in the empirical case of this paper. Therefore, the proposed time series model-based online forecasting method can forecast the number of remaining parking spaces in real time, which is important for improving the reliability of the PGS.

---

Figure 1 – Real-time forecasting procedure
This real-time forecasting procedure is a one-step forecasting procedure. By adjusting the time interval of data series, the length of prediction interval can be changed depending on the real-time operation of parking facilities and the time the drivers need to travel from the places where they have received parking space information to the chosen parking lots.

3. EMPIRICAL STUDY

In this section, the real-world parking data from the Central Emporium Mall Parking Garage in Nanjing are used to develop and validate the online remaining parking space forecasting model. The characteristics of the remaining parking spaces are analysed for developing the time series model, and the prediction accuracy of the model is also verified and compared with the one of the neural network method.

3.1 Data

The Central Emporium Mall is located in the main business centre of Nanjing, China. The parking demand of this area is high, such that parking supply is often below the demand. It is common in the peak period that a large number of vehicles waits for the remaining parking spaces of the garages in this area. Since the Central Emporium Mall is one of the main businesses in this area, it is significant to relieve the parking problem by improving the service efficiency of its garage.

The Central Emporium Mall garage has a total of 180 parking spaces. An advanced electronic parking management system is used to manage the parking lots. The vehicle access control, guidance in parking lots and payment are managed by the system. The arriving and departing data of every vehicle can be collected from the system. In this study, one-month data were collected for October 2010, and the data were aggregated at a 15-minute interval. The parking data collected from the electronic parking management system were the arriving and departing times of vehicles. By pre-processing the data, the number of the remaining parking spaces in every fifteen minutes was obtained.

3.2 Characteristics of remaining parking spaces

Three patterns of changing characteristics of the remaining parking spaces have been investigated, including monthly pattern, weekly pattern and daily pattern. The monthly pattern shows notable periodicity as in Figure 2a. The periodic curve has a similar trend as sine curves. In addition, the difference between the changing trends in workdays and weekends are remarkable. Therefore, it can be concluded that the cycle of the remaining parking spaces appears to be weekly. The weekly pattern of the remaining parking spaces is shown in Figure 2b from 11 to 17 October 2010. It shows that the parking spaces are in short supply every afternoon, especially during weekends. Figure 3 shows the daily patterns in a typical weekday and a typical weekend, respectively. For the weekend, due to high demand on parking, the number of the remaining parking spaces decreases to zero quickly after the mall opens, and the garage remains nearly full when the mall is open. The remaining parking spaces are also in shortage on weekdays while it shows slightly increased vacancies than on the weekends in the garage.

From the remaining parking space series analysis above, the changing characteristics of the workdays and weekends are notably different and the trend of the remaining parking spaces is cyclic in every week. Therefore, to establish the regularity existing in the data series and to conduct accurate short-term forecasting, the sample data used to establish the time series model should include more than one week’s data.

In this study, the remaining parking space data series from 1 to 30 October 2010 are used to establish and calibrate the forecasting model, while the data on 31 October 2010 are used to analyse the performance of the model.

3.3 Time series model identification

PROC ARIMA of SAS software identifies time series models by following the three stages of the Box-Jenkins method: model identification, parameter estimation and forecasting. The stationarity of the original remaining parking space data is analysed using autocorrelation function in Table 1. To show the autocorrelation coefficients clearly, the latest 25 values are listed.

<table>
<thead>
<tr>
<th>Lag</th>
<th>Correlation</th>
<th>Lag</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000</td>
<td>13</td>
<td>0.531</td>
</tr>
<tr>
<td>1</td>
<td>0.993</td>
<td>14</td>
<td>0.485</td>
</tr>
<tr>
<td>2</td>
<td>0.977</td>
<td>15</td>
<td>0.439</td>
</tr>
<tr>
<td>3</td>
<td>0.953</td>
<td>16</td>
<td>0.393</td>
</tr>
<tr>
<td>4</td>
<td>0.921</td>
<td>17</td>
<td>0.347</td>
</tr>
<tr>
<td>5</td>
<td>0.886</td>
<td>18</td>
<td>0.300</td>
</tr>
<tr>
<td>6</td>
<td>0.845</td>
<td>19</td>
<td>0.253</td>
</tr>
<tr>
<td>7</td>
<td>0.802</td>
<td>20</td>
<td>0.205</td>
</tr>
<tr>
<td>8</td>
<td>0.758</td>
<td>21</td>
<td>0.157</td>
</tr>
<tr>
<td>9</td>
<td>0.713</td>
<td>22</td>
<td>0.109</td>
</tr>
<tr>
<td>10</td>
<td>0.668</td>
<td>23</td>
<td>0.061</td>
</tr>
<tr>
<td>11</td>
<td>0.622</td>
<td>24</td>
<td>0.013</td>
</tr>
<tr>
<td>12</td>
<td>0.575</td>
<td>25</td>
<td>-0.036</td>
</tr>
</tbody>
</table>
Correlation column for Lag means that the correlation of the remaining parking spaces between adjacent time lags is 0.993. On observing Table 1, the correlations of the remaining parking spaces are significant and decrease slowly over time. Therefore, it can be concluded that the original remaining parking space data series has significant autocorrelation structure, indicating the necessity of modelling this structure to conduct short-term forecasting accordingly. Moreover, the slowing decaying autocorrelation function might also indicate a certain level of non-stationarity in the original remaining parking space series.

White noise test of the original series is illustrated in Table 2. The results show that $p$-value for the test is less than 0.0001 and the autocorrelations of the series are high. So the white noise hypothesis is rejected strongly, which is consistent with the previous findings of significant autocorrelation structure existing in the remaining parking space series.
However, the autocorrelation functions computed from these data only approximate the true functions. So the selected \(p\) and \(q\) might not exactly match the “true” model. Therefore, in this case, the range of \(p\) and \(q\) are both designated from 1 to 5, and the final model will be determined based on the information criterion in the next stage.

### 3.4 Time series model parameter estimation and diagnostic checking

In this stage, the orders of the ARIMA models will be selected and the parameters of the ARMA models are estimated. For each pair of \(p\) and \(q\), the estimation and diagnostic checking are conducted with the information criteria (AIC and BIC) shown in Table 5.

#### Table 2 – Autocorrelation check for white noise

<table>
<thead>
<tr>
<th>To lag</th>
<th>Chi-Square</th>
<th>DF</th>
<th>Pr &gt; ChiSq</th>
<th>Autocorrelations</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>9999.99</td>
<td>6</td>
<td>&lt; 0.0001</td>
<td>0.993</td>
</tr>
<tr>
<td>12</td>
<td>9999.99</td>
<td>12</td>
<td>&lt; 0.0001</td>
<td>0.802</td>
</tr>
<tr>
<td>18</td>
<td>9999.99</td>
<td>18</td>
<td>&lt; 0.0001</td>
<td>0.531</td>
</tr>
<tr>
<td>24</td>
<td>9999.99</td>
<td>24</td>
<td>&lt; 0.0001</td>
<td>0.253</td>
</tr>
</tbody>
</table>

#### Table 3 – Autocorrelation of difference series

<table>
<thead>
<tr>
<th>Lag</th>
<th>Correlation</th>
<th>Lag</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.000</td>
<td>6</td>
<td>0.215</td>
</tr>
<tr>
<td>1</td>
<td>0.768</td>
<td>7</td>
<td>0.125</td>
</tr>
<tr>
<td>2</td>
<td>0.669</td>
<td>8</td>
<td>0.073</td>
</tr>
<tr>
<td>3</td>
<td>0.540</td>
<td>9</td>
<td>0.040</td>
</tr>
<tr>
<td>4</td>
<td>0.417</td>
<td>10</td>
<td>0.015</td>
</tr>
<tr>
<td>5</td>
<td>0.316</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since original remaining parking space series is non-stationary, differencing is conducted and a differenced series is obtained. Autocorrelation function of differenced series shown in Table 3 indicates that the correlations decrease rapidly to near zero. Therefore, the differencing operator is necessary for processing the series.

To identify appropriate ARMA models to the differenced series, the partial and inverse autocorrelation functions are needed, and the values of \(p\) and \(q\) can be determined by the characteristics of the partial and inverse autocorrelations. If the partial or inverse autocorrelation values are consistently close to zero when lag is larger than a certain threshold number, \(p\) or \(q\) will be assigned as this threshold value. In this case, the values of \(p\) and \(q\) can be both selected to be 2, as shown in Table 4.

#### Table 4 – Partial autocorrelation and inverse autocorrelation of difference series

<table>
<thead>
<tr>
<th>Lag</th>
<th>Correlation</th>
<th>Lag</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.768</td>
<td>1</td>
<td>-0.319</td>
</tr>
<tr>
<td>2</td>
<td>0.194</td>
<td>2</td>
<td>-0.183</td>
</tr>
<tr>
<td>3</td>
<td>-0.060</td>
<td>3</td>
<td>-0.014</td>
</tr>
<tr>
<td>4</td>
<td>-0.081</td>
<td>4</td>
<td>0.038</td>
</tr>
<tr>
<td>5</td>
<td>-0.030</td>
<td>5</td>
<td>-0.038</td>
</tr>
</tbody>
</table>

#### Table 5 – Goodness-of-Fit for each TIME SERIES model

<table>
<thead>
<tr>
<th>(p)</th>
<th>(q)</th>
<th>AIC</th>
<th>BIC</th>
<th>(p)</th>
<th>(q)</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>17,347.75</td>
<td>17,365.64</td>
<td>3</td>
<td>4</td>
<td>17,291.69</td>
<td>17,339.41</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>17,306.17</td>
<td>17,330.03</td>
<td>3</td>
<td>5</td>
<td>17,287.47</td>
<td>17,341.16</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>17,304.84</td>
<td>17,334.67</td>
<td>4</td>
<td>1</td>
<td>17,293.54</td>
<td>17,329.33</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>17,304.14</td>
<td>17,339.93</td>
<td>4</td>
<td>2</td>
<td>17,296.11</td>
<td>17,337.86</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>17,287.86</td>
<td>17,329.62</td>
<td>4</td>
<td>3</td>
<td>17,234.49</td>
<td>17,282.21</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>17,322.13</td>
<td>17,345.99</td>
<td>4</td>
<td>4</td>
<td>17,286.73</td>
<td>17,342.41</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>17,292.35</td>
<td>17,322.18</td>
<td>4</td>
<td>5</td>
<td>17,287.89</td>
<td>17,347.54</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>17,231.72</td>
<td>17,267.51</td>
<td>5</td>
<td>1</td>
<td>17,295.54</td>
<td>17,337.29</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>17,292.36</td>
<td>17,334.12</td>
<td>5</td>
<td>2</td>
<td>17,233.56</td>
<td>17,281.29</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>17,285.80</td>
<td>17,333.52</td>
<td>5</td>
<td>3</td>
<td>17,286.94</td>
<td>17,346.59</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>17,295.77</td>
<td>17,325.60</td>
<td>5</td>
<td>4</td>
<td>17,288.87</td>
<td>17,354.49</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>17,293.05</td>
<td>17,328.85</td>
<td>5</td>
<td>5</td>
<td>17,288.87</td>
<td>17,354.49</td>
</tr>
</tbody>
</table>

* Unavailable data. Because of the problem of convergence, parameters cannot be estimated.
On observing Table 5, when \( p=2 \) and \( q=3 \), the values of AIC and BIC are the smallest. So ARMA (2,3) can be selected as the optimal model for the differenced series. Since the original series is differenced only once, ARIMA (2,1,3) is identified as the model fitting the remaining parking space series in this study, with the estimated model listed in Equation 2. Note that this model is an offline model in terms of ARIMA (2,1,3), serving as the initial forecasting equation in the proposed online forecasting method, and the model parameters will be updated accordingly with the incoming future remaining parking space data.

\[
(1 - B)Y_t = \frac{-0.01421 + 1 - 1.22738 + 0.34206B^2 - 0.11308B^3}{1 - 1.82419B + 0.83456B^2} a_t
\]  
(2)

### 3.5 Performance analysis and comparison

As noted, the remaining parking space data from 1 to 30 October 2010 have been used to establish the ARIMA model. The number of remaining parking spaces on 31 October 2010 is forecasted and compared with the collected data to analyse the accuracy of the proposed method. In addition, the results of a neural network forecasting method and a Markov chain forecasting method are compared with the proposed online model to verify the superiority of the proposed method. Note that the accuracy analysis includes two aspects, i.e., disaggregated error analysis at every time interval and collective error analysis of forecast results. The performance measures of the error analysis at every time interval are absolute error (AE) and absolute percentage error (APE), while the performance measures for the collective error analysis are mean absolute error (MAE), mean absolute percentage error (MAPE), and root mean square error (RMSE) [10, 33].

**The neural network forecasting method**

Neural network is a theory which is inspired by the central nervous system of biology. A neural network is generally presented as a system of interconnected neurons which exchange information among each other. The connections have numeric weights that can be tuned based on past experiences [34, 35]. Back propagation neural network (BP neural network) is the most widely applied neural network. In this study, a BP neural network is used to forecast the number of the remaining parking spaces for comparing with the proposed method. For the BP network model, three layers of input layer, hidden layer, and output layer are included, and the gradient descent method was applied to calculate the minimum value of the error function. The weights of the connections are tuned according to the negative gradient direction of the error function until the error is lower than a predetermined threshold value of 0.001 or the training epochs reach a predetermined value of 1,000,000 [36]. The training process of a BP neural network follows those presented in [36, 37]. In this paper, the training process is implemented in MATLAB neural network toolbox, and the number of neurons in the hidden layer is determined as three. The convergence curve of training is shown in Figure 4. When the error is less than 0.001, the training is stopped and a corresponding neural network model is determined. After training the BP model using the remaining parking space data from 1 to 30 October 2010 (i.e., the training dataset), the number of the remaining parking spaces on 31 October 2010 (i.e., the test dataset) can be forecasted. The forecasting process is also implemented in MATLAB neural network toolbox.

![Figure 4 - The convergence curve of training neural network](image)

Overfitting is a notable problem during the training process of the neural network method. The error on the training dataset is driven to a very small value, but when new data are presented to the network, the error is large [38]. Therefore, overfitting of the BP neural network would have negative effects on the performance of forecasting. In MATLAB neural network toolbox, the default method for addressing the overfitting problem is early stopping technique in which the dataset is divided into three subsets: the training set, the validation set and the test set. The error on the validation set is monitored during the training process. In the initial phase, the error normally decreases. If the validation error begins to increase for a specified number of iterations, the training will be stopped, and the weights and biases at the minimum of the validation error will be returned. The default data division is that 60% of the samples are assigned to the training set, 20% to the validation set, and 20% to the test set. Actually, if the number of parameters in the network is much smaller than the total number of points in the training dataset, there is little or even no chance of overfitting [39].

In this study, the default early stopping method is implemented to avoid overfitting. Overfitting does not appear in the network training and an optimal BP
neural network is returned when the error is lower than the predetermined threshold value (0.001), shown in Figure 4.

The Markov chain forecasting method

The Markov property which is named after the Russian mathematician Andrey Markov describes the transformation between different states of a system. A Markov chain is a stochastic process with the Markov property which is named after the Russian mathematician Andrey Markov defining serial dependence only between adjacent periods. It describes the transformation between different states of a system and assumes that the future state of the system only depends on the current state [40]. According to the transition probability between different system states and the current state of the system, the future state can be forecasted, which is the theoretical basis of the Markov chain forecasting method.

The common forecasting process is described as below [40]:
Step 1: collected data series of the system;
Step 2: divide states of the system. State division is the foundation of Markov chain forecasting. The threshold values applied to divide the state depend on the sample size of the data set. When there are fewer data, the system state should be less. And with the increase in data amount the system state can be increased.
Step 3: calculate the transition probability between different system states.
Define $E=[E_1, E_2, ..., E_n]$ as the set of system states, and $f_{ij}$ as the frequency of transition from state $E_i$ to state $E_j$, where $E_i, E_j \in E$. Matrix $F=[f_{ij}]$ is the transition frequency matrix of the system. The transition probability $p_{ij}$ from state $E_i$ to state $E_j$ can be calculated as:

$$p_{ij} = \frac{f_{ij}}{\sum_{j=1}^{n} f_{ij}}$$

(3)

By calculating $f_{ij}$ and $p_{ij}$, the transition probability matrix $P=[p_{ij}]$ can be obtained.

Step 4: forecast the future state of the system. Based on the transition probability matrix and current state of the system, future state can be forecasted.

In this study, data from 1 to 30 October 2010 are used for dividing states of the remaining parking spaces. According to the maximum and minimum number of the remaining parking spaces (165 and zero, respectively), the data series are divided into 33 states evenly. The multiples of 5 are the threshold values of these states.

In the forecasting step, the threshold value of future state is considered as the number of remaining parking spaces which is forecasted by the Markov chain forecasting method.

Disaggregated performance across time

Figure 5 shows the comparison between the collected remaining parking space data, together with the forecasted series using the proposed online forecasting method, the BP neural network method and the Markov chain method. On observing Figure 5, the proposed approach works desirably in that the forecasted series can track the observed series, especially when the remaining parking space changes smoothly. In contrast, for both the neural network method and the Markov method, the forecasting errors are notable even in low demand period, indicating that the proposed method outperforms the neural network approach and the Markov chain approach.

To show the detailed forecasting performances of the three approaches, AE and APE of these three methods are shown in Figures 6a and 6b, respectively.

On observing Figure 6a, most absolute errors by the proposed method are less than two vehicles per 15 minutes while the errors between 9:00 a.m. and 11:00 a.m. are larger than the errors in other periods. As shown in Figure 3b, the time around 9:00 a.m. is
However, the APEs of all methods are large in the peak period. It is because the collected data in peak hours are small so that even a small difference may cause a large value of APE.

In summary, the proposed real-time forecasting method based on the time series model can be used to forecast the number of the remaining parking spaces, and the proposed method outperforms the conventional non-linear neural network model and the Markov chain forecasting model in terms of absolute error and absolute percentage error, indicating the validity of the proposed model.

Collective performances

The collective performances of the proposed method, the neural network method and the Markov chain method are investigated and compared in this section using performance measures of MAE, MAPE, and RMSE, calculated by Equations 4, 5 and 6.

On observing Figure 6b, the absolute percentage errors (APE) of the proposed method are smaller than with other two methods at most time intervals. However, the APEs of all methods are large in the peak period. It is because the collected data in peak hours are small so that even a small difference may cause a large value of APE.

In summary, the proposed real-time forecasting method based on the time series model can be used to forecast the number of the remaining parking spaces, and the proposed method outperforms the conventional non-linear neural network model and the Markov chain forecasting model in terms of absolute error and absolute percentage error, indicating the validity of the proposed model.

Collective performances

The collective performances of the proposed method, the neural network method and the Markov chain method are investigated and compared in this section using performance measures of MAE, MAPE, and RMSE, calculated by Equations 4, 5 and 6.
where $X_t$ is the collected data of the remaining parking spaces at time $t$; $X'_t$ is the forecasted data at time $t$; $n$ is the sample size.

Based on the equations above, the values of MAE, MAPE, and RMSE for the three methods are shown in Table 6. All the collective errors of the proposed method are smaller than other two methods. Therefore, these results also show that the proposed method is better than the neural network method and the Markov chain method for forecasting the number of remaining parking spaces.

**Table 6 – MAE, MAPE and RMSE for the two methods**

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>MAPE</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>2.22</td>
<td>9.12%</td>
<td>4.47</td>
</tr>
<tr>
<td>BP Neural Network</td>
<td>3.58</td>
<td>15.55%</td>
<td>5.45</td>
</tr>
<tr>
<td>Markov Method</td>
<td>5.16</td>
<td>16.78%</td>
<td>10.91</td>
</tr>
</tbody>
</table>

In summary, the results of both disaggregate and collective error analysis show that the proposed method has desirable performances on forecasting the number of the remaining parking spaces. In addition, through performance comparisons, the proposed method outperforms the conventional neural network method and the Markov chain method.

### 3.6 Applicability analysis of the proposed method

The general purpose of the Parking Guidance System is to guide drivers to a suitable parking lot in which there are vacant spaces. Some studies revealed that the most needed information to the drivers is the number of remaining parking spaces and direction to the facility [3, 19]. In some information dissemination strategies, if the number of the remaining parking spaces of a parking lot is lower than the threshold value, such as 5% of the total number of the parking spaces, “full” information will be published to drivers [24]. In Tapiola, Finland, this threshold value varies from 1% to 10%, depending on the distance between the variable message signs and the parking lot. The greater the distance, the larger the threshold value. In addition, to prevent rapid switch between “space” and “full”, larger threshold values are used when information moves back from “full” to “space” [2].

In practice, the Parking Guidance System generally provides parking information to drivers in multiple stages. Wide-area or regional parking information is published in high-level stages. In these stages, variable message signs are installed at the periphery of roads entering and leaving the whole guidance area or sub-areas, which are far away from the parking lots [1], and the threshold values are generally large due to long distances between message signs and the parking spot, accepting large forecasting errors in such cases. In this study, the mean absolute error of the proposed method is around two vehicles per 15 minutes, i.e., around 1.11% of the total number of parking spaces, which can be acceptable in most stages of PGS.

The real-time short-term forecasting method of the remaining parking spaces proposed in this study can conduct the forecasting process in less than one minute, has better performances than the conventional neural network method and the Markov chain method and can satisfy the demand of information publishing of PGS. Therefore, the proposed method in this study has great potential in meeting the demand of PGS and it is suitable to be applied in the real world to improve the accuracy and reliability of PGS.

### 4. CONCLUSIONS

The remaining parking space forecasting is one of the key technologies for improving the performances of parking guidance systems. In this study, based on analysing the characteristics of the remaining parking space data in the Central Emporium Mall garage in Nanjing, China, a real-time short-term forecasting method is proposed for forecasting the remaining parking space data.

On observing the monthly pattern, weekly pattern and daily pattern of the real-world remaining parking space series, the data have shown notable periodicity, and accordingly, the Box-Jenkins time series method is applied to model the number of the remaining parking spaces.

Following the Box-Jenkins method, an ARIMA (2,1,3) model is established with the results of diagnostic checking showing that this model is the optimal fitting to the remaining parking space data series. In addition, a real-time short-term forecasting framework is developed based on updating the ARIMA model over time. Although the forecasting procedure is a one-step procedure, the length of prediction interval can be changed by adjusting the time interval of data series to satisfy different forecasting requirements.

Using the real-time forecasting approach, the forecasting accuracy is analysed and compared with the neural network approach and the Markov chain method. In individual error analysis, most absolute errors (AE) of the proposed method are less than two.
vehicles. In contrast, many AEs of the neural network approach are larger than five vehicles and fluctuate notably, while AEs of the Markov chain method are larger than ten vehicles during peak hours, which would reduce the reliability of PGS. In collective error analysis, the mean absolute error (MAE) and root mean square error (RMSE) of the proposed method are 2.22 and 4.47, respectively, while the MAEs of the neural network method and the Markov chain method are 3.58 and 5.16, respectively and the RMSEs of these two methods are 5.45 and 10.91, respectively. These results show that the proposed real-time forecasting method has better performances than both the neural network method and the Markov chain method in forecasting the number of the remaining parking spaces, which can improve the performances of PGS.

Future studies are needed to improve the forecasting accuracy under conditions when the number of the remaining parking spaces changes rapidly. Under these conditions, information about the remaining parking space is more important for drivers. In addition, for better accounting for the uncertainties associated with the forecasting, the second order analysis of the forecasting errors should be conducted in which prediction intervals can be constructed to reveal in detail the reliability of the forecast. This will further improve the reliability of the PGS system developed upon the short-term remaining parking space forecasting.
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