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Abstract: In various applications, reducing noise from video sequence is of crucial importance. In this paper, we have presented performance analysis of the novel video denoising method based on the relative intersection of confidence intervals (RICI) rule, and compared it to the methods based on the intersection of confidence intervals (ICI) rule and the fast ICI (FICI) rule. Detailed comparisons, based on two test video signals, are provided for a range of noise levels and different noise types. The RICI video denoising method has shown to outperform the original ICI based method, both in the algorithms execution time, reducing it by up to 11%, and in the level of noise suppression, improving it by up to 10 dB. It also outperforms the FICI based video denoising method by up to 12.7 dB for the two test videos.
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1 INTRODUCTION

Real world video signals are often corrupted by various noise types during the acquisition and transmission processes [1-4]. In order to extract the useful information from the noisy data, i.e., to reduce noise as much as possible, a powerful and robust denoising method is required. The main goal of such methods is to reduce noise levels so that the estimation error (for example, mean squared error (MSE)) is as small as possible, while desirable signal features, such as jumps or instantaneous slope changes, are well preserved [5]. As shown in [6], successful denoising techniques utilize locally adaptive, edge-sensitive algorithms which provide trade-off between the noise removal and the instantaneous slope changes and edges preserving.

This paper presents a novel video denoising method based on the relative intersection of confidence intervals (RICI) rule [4], which is compared to the methods based on the intersection of confidence intervals (ICI) and the fast ICI (FICI) rule [8–12]. The methods performance analysis is done on two real-life video signals.

The paper is organized as follows. Sections 2, 3 and 4 respectively outline the ICI, FICI, and RICI based methods with their characteristics and main features being described. Experimental results are presented and discussed in Section 5, while the conclusion is given in Section 6.

2 THE ICI METHOD

Let us consider a video pixel

\[ y(i, j, k) = x(i, j, k) + v(i, j, k), \]  

(1)

where \( x(i, j, k) \) is the noise-free pixel and \( v(i, j, k) \) is the noise in the considered pixel, while \( i \) and \( j \) are the pixel indices, and \( k \) stands for the video frame index.

Our goal is to find the best possible estimate \( \hat{x}(i, j, k) \) from the noisy pixel \( y(i, j, k) \), for each frame pixel of the video signal. In order to preserve useful features from the original noise-free pixel \( x(i, j, k) \), i.e., to minimize the estimation error energy, a proper adaptive filter with adequate support selection is needed.

The ICI rule introduces a finite set of filter support sizes [11, 12]

\[ D_n(i, j, k) = \left[ L_n(i, j, k), U_n(i, j, k) \right], \]  

(2)

and calculates the sequence of confidence intervals limits of the biased estimates for each video frame pixel independently to its left and right hand side. The confidence intervals are defined by their limits which are computed as [11, 12]

\[ L_n(i, j, k) = \overline{x}_n(i, j, k) - z_c \frac{\sigma(i, j, k)}{\sqrt{n}}, \]  

(3)

\[ U_n(i, j, k) = \overline{x}_n(i, j, k) + z_c \frac{\sigma(i, j, k)}{\sqrt{n}}, \]  

(4)

where \( U_n(i, j, k) \) is the upper and \( L_n(i, j, k) \) is the lower confidence interval limit, while \( \overline{x}_n(i, j, k) \) represents the mean or median value of the considered video pixel(s) and \( \sigma(i, j, k) \) estimation error standard deviation. Due to the \( \sqrt{n} \) term in the denominator of (3) and (4), each following confidence interval is narrower than the preceding one.

The ICI algorithm calculates the values of the smallest upper and the largest lower confidence intervals limits [11, 12], respectively as

\[ \overline{L}_n(i, j, k) = \max_{m=1,...,N} \left( L_n(i, j, k) \right) \]  

(5)

\[ \underline{U}_n(i, j, k) = \min_{m=1,...,N} \left( U_n(i, j, k) \right) . \]  

(6)

Then, for each \( n > 1 \) it tracks the confidence intervals intersections with respect to the following condition [13, 14]

\[ \overline{L}_n(i, j, k) \leq \underline{U}_n(i, j, k) . \]  

(7)

The largest \( n \), for which (7) is satisfied, defines the proper filter support size that minimizes the estimation error [7, 9].

The confidence interval width and hence the confidence intervals intersection is controlled by the coefficient of confidence \( z_c \) [7, 9]. Too small values of \( z_c \)
provide narrow confidence intervals, i.e., they increase estimation variance and decrease estimation bias, resulting in oversized filter supports \([7, 9]\). On the other hand, too large \(z\) values give wider confidence intervals, i.e., they reduce estimation variance and increase estimation bias, resulting in undersized filter supports \([7, 9]\). Thus, the \(z\) value significantly affects the estimation performance. Selection procedure for a proper \(z\) value is explained in \([2]\).

The absolute value of the estimation error can be calculated as

\[
|e(i, j, k, h)| = |\tilde{x}(i, j, k) - \hat{x}(i, j, k, h)|.
\]

where \(h\) is defined as filter support size. As shown in \([9]\), the estimation error is

\[
|e(i, j, k, h)| \leq |\omega(i, j, k, h)| + \zeta(i, j, k, h),
\]

where \(\omega(i, j, k)\) is the estimation bias, and \(\zeta(i, j, k)\) is a random error with the probability density \(N(0, \sigma(i, j, k))\). Furthermore, as shown in \([9]\), \(\|\zeta(i, j, k, h)\| \leq \chi_{1-a/2} \sigma(i, j, k, h)\) holds true with the probability \(p = 1 - a\), where \(\chi_{1-a/2}\) is the \((1-a/2)\)th quantile of the standard Gaussian distribution. Thus, the inequality \((10)\) can be reduced (with the same probability) to

\[
|e(i, j, k, h)| \leq \omega(i, j, k, h) + \chi_{1-a/2} \cdot \sigma(i, j, k, h).
\]

Once the filter support size is calculated using the ICI rule, the noise-free video estimates can be obtained by applying the mean filtering or median filtering to all pixel values in the calculated region. The above procedure is repeated for each pixel in the video signal, resulting in a noise-free video estimate.

3 THE FAST ICI (FICI) METHOD

In order to speed up the algorithm based on the ICI rule, a new faster approach is proposed, named the fast ICI (FICI) method. The method significantly reduces time needed for signal denoising, while maintaining acceptable quality level of the noise-free estimates.

The FICI method uses the modified algorithm for the filter support size selection and noise-free video estimate calculation. Unlike the original ICI based method, it does not calculate filter support sizes for each video pixel in each frame, but rather the filter support size for the first pixel in each detected time region, using the same filter support size for estimating all noise-free pixel values in the detected region.

The confidence intervals limits and their intersections for the FICI method are computed in the same way as in the ICI method, using Eqs. (3), (4) and (7). Due to the fact that the FICI based method calculates adaptive support filter size only for the first pixel in the detected region, the confidence intervals limits are computed only to the right hand side for each video pixel. On the other hand, the original ICI method requires both hand side calculations for each video pixel; hence ultimately resulting into longer denoising process.

Let us consider a video pixel in time, as the one in Eq. (1), with \(N\) being the number of video frames. The confidence intervals along with their intersections are tracked using the same procedure as in the ICI method, defined by (7). The first calculated filter support size, denoted as \(h(i, j)\), is added to the filter support size set \(H(i, j)\) for the considered video pixel. If \(h_1 \neq N\), the above procedure is repeated for \(y(i, j, h_1 + 1)\), resulting in \(h_{2}(i, j, h_2)\), also added to the \(H(i, j)\). The procedure is repeated until \(\sum_{a=1}^{M(i, j)} h_a = N\) where \(M(i, j)\) is the number of time regions for the considered pixel in time.

Thus, for the video pixel \(y(i, j, k)\), the FICI method provides the filter support size set vector defined as

\[
H(i, j) = [h_1, ..., h_2, ..., h_{M(i, j)}], \quad \sum_{a=1}^{M(i, j)} h_a = N, \quad (11)
\]

and the time regions starting points set vector defined as

\[
K(i, j) = [k_1 = 1, k_2 = 1 + h_1, ..., k_n = (1 + h_1 + ..., + h_{n-1})]. \quad (12)
\]

Once all filter support sizes are calculated, the noise-free estimates can be obtained by applying either the mean filtering

\[
\hat{x}_{\text{mean}}(i, j, k) = \frac{1}{h_n} \sum_{z=k_n}^{k_n+1} x(i, j, z), \quad k_n \leq k \leq k_{n+1}, \quad (13)
\]

or the median filtering

\[
\hat{x}_{\text{median}}(i, j, k) = \text{median}(x(i, j, k), ..., x(i, j, k_{n+1} - 1)), \quad k_n \leq k \leq k_{n+1}, \quad (14)
\]

for each video pixel value in the detected region. The procedure is repeated for all video frame pixels.

4 THE RELATIVE ICI (RICI) METHOD

As shown in \([7, 9]\), the proper value of the \(z\) parameter controls the quality of the signal estimate. Choosing the best \(z\) can be a long and numerically extensive task, sometimes even more challenging than the denoising itself. To overcome this limitation, a new method for the filter support selection, which does not require the knowledge of the optimal \(z\) parameter, has been proposed in \([7]\).

Since the method tracks the amount of the overlapping of the confidence intervals intersection relative to the considered confidence interval length, it is named the relative ICI (RICI) method. The method improves the original ICI based method by introducing an additional criterion for the filter support size selection, defined as the ratio of the confidence interval intersection and the considered confidence interval size

\[
R_n(i, j, k) = \frac{U_n(i, j, k) - L_n(i, j, k)}{U_n(i, j, k) - L_n(i, j, k)} = \frac{U_n(i, j, k) - L_n(i, j, k)}{2z_n \sigma(i, j, k) \sqrt{n}} \quad (15)
\]
Unlike the original ICI based method, the RICI based method calculates the filter support size as the largest one satisfying the following condition [7]

\[ R_c(i, j, k) \geq R_c, \]  

(16)

where \( R_c \) is the preset threshold value. The threshold \( R_c \) can be chosen using the formula proposed in [5]

\[ R_c = 0.0069z_c^3 - 0.1141z_c^2 + 0.6748z_c - 0.4867, \quad 2.5 \geq z_c \leq 5. \]  

(17)

As described in [5], \( R_c \) belongs to the finite interval \([0, 1]\), hence making its selection much easier task than finding a proper \( z_c \) value. For \( R_c = 0 \), the RICI method becomes the original ICI method, while for all \( 0 < R_c \leq 1 \) values, the RICI rule was shown to significantly outperform the original ICI rule [7] when used in signal denoising.

The RICI rule in [7] was applied to 1D signals only. In this paper, the method is extended in a way to be applicable to video denoising as well. As shown in Section 5, the RICI based method significantly outperforms the original ICI and FICI based methods. For the test video signals used in this paper, the \( z_c \) value was set to 4.4 (as in [9]), and the \( R_c \) value was found to be 0.86, by using equation (17). The comparison of the results obtained using the mean and median filtering for various noise levels and noise types (additive white Gaussian noise and impulsive Poisson noise) for the three presented methods is given in the next section.

5 DENOISING RESULTS

The performances of the here described video denoising algorithms are analyzed and compared for the two real-life test video signals obtained by recording a moving object passing through a stationary scene. The detailed comparison between the methods is given for a range of noise levels, as well as for different noise types, in terms of the average peak signal-to-noise ratio (PSNR) improvement, used as a measure of video estimation quality. The comparison with the fixed filter support size based methods is given in [15, 16].

The first test video is composed of 149 video frames, recorded using the 25 frames per second rate, with resolution of 320 x 248 pixels. The noise-free video frame, along with a noise frame corrupted by the additive white Gaussian noise (AWGN) and the impulsive Poisson noise, are given in Figs. 1(a), 1(b) and 1(c), respectively. Figs. 1(d) and 1(e) show the denoised video frame for the AWGN, while Figs. 1(f) and 1(g) show the denoised video frame for the Poisson noise, both obtained using the ICI rule based method after applying mean and median filtering, respectively. Video frames obtained using the FICI based method are given in Figs. 1(h)-(i), while the results obtained using the RICI based method are shown in Figs. 1(j)-(l). As it can be seen from Figs. 1(l)-(j), denoising based on the RICI rule has significantly suppressed the noise present in the noisy video, the moving object has not been blurred, and its edges are well preserved. The average frame PSNR was improved by up to 12.69 dB (see Tab. 1). When compared to the results obtained using the ICI method, as shown in Figs. 1(d)-(g), the RICI method significantly outperformed the original ICI method by up to 10.07 dB.

Table 1 gives the denoising results using the here described methods for the first test video, for various noise levels, as well as different noise types. The type of filtering (mean and median), used for calculating the noise free estimate once the filter support size is detected, has negligible effect on the achieved PSNR and no visual difference is noticed in the denoised figures.

The first column of Tab. 1 gives the average frame PSNR values for the noisy video, while the second and the third column present the PSNRs for the video denoised using the ICI based method for mean and median filtering (AWGN), respectively. The fourth and the fifth column present PSNRs obtained using the ICI based method for mean and median filtering (for Poisson noise), respectively. Results for video denoised using the FICI based method are shown in columns 6-9, while the results achieved using the RICI based method are given in columns 10-13. The RICI method has increased the average frame PSNR by up to 10.36 dB when compared to the noisy video signal, while the original ICI method has increased the average frame PSNR by up to 3.46 dB, as shown in Tab. 1.

The FICI method, unlike the original ICI and RICI rule based methods, has additionally corrupted the noisy video frame, as shown in Figs. 1(h)-(i) and Tab. 1. However, the total execution time for denoising the whole video signal using the FICI based method was significantly reduced (by up to 98% when compared to the original ICI method). Also, it managed to clear the noise from the stationary scene background.

The second test video is composed of 150 video frames, recorded using the 29 frames per second rate, with resolution of 300x180 pixels. The noise-free video frame, along with a noisy frame corrupted by the AWGN and impulsive Poisson noise, are given in Figs. 2(a), 2(b) and 2(c), respectively. Figs. 2(d) and 2(e) give the denoised video frame for the AWGN, while Figs. 2(f) and 2(g) give the denoised video frame for the Poisson noise, both obtained using the ICI method after applying mean and median filtering, respectively. The results obtained using the FICI based method are shown in Figs. 2(h)-(i), while the results obtained by the RICI based method are shown in Figs. 2(j)-(k).

The RICI based method has preserved the moving object edges without blurring it, as it can be seen in Figs. 2(i)-(j). The average frame PSNR was improved by 8.9 dB when compared to the original ICI based method, as given in Tab. 2, hence yielding significant noise suppression.

The FICI rule based method has significantly reduced the algorithms execution time, as shown in Tab. 3, when compared to the original ICI and RICI method. However, the FICI based method resulted in poor denoising and blurring of the moving object in the video. On the other hand, the RICI based method has increased the average PSNRs by up to 10.17 dB when compared to the noisy video signal, unlike the ICI based method which has increased PSNRs by up to 4.21 dB.
Figure 1 First test video. (a) Original noise-free video frame. (b) Noisy frame corrupted by the AWGN. (c) Noisy frame corrupted by the impulse Poisson noise. (d) Denoised frame using the ICI based method with mean filtering for the AWGN. (e) Denoised frame using the ICI based method with median filtering for the AWGN. (f) Denoised frame using the FICI based method with mean filtering for the impulse Poisson noise. (g) Denoised frame using the FICI based method with median filtering for the impulse Poisson noise. (h) Denoised frame using the FICI based method with mean filtering for the AWGN. (i) Denoised frame using the FICI based method with median filtering for the AWGN. (j) Denoised frame using the RICI based method with mean filtering for the AWGN. (k) Denoised frame using the RICI based method with median filtering for the AWGN. (l) Denoised frame using the RICI based method with mean filtering for the impulse Poisson noise. (m) Denoised frame using the RICI based method with median filtering for the impulse Poisson noise.

Table 1 Average frame PSNR values for the first test video, denoised using the three methods for a range of noise levels and different noise types

<table>
<thead>
<tr>
<th>Noisy video</th>
<th>ICI Gaussian</th>
<th>Poisson</th>
<th>FICI Gaussian</th>
<th>Poisson</th>
<th>RICI Gaussian</th>
<th>Poisson</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
</tr>
<tr>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
</tr>
<tr>
<td>42.15</td>
<td>39.50</td>
<td>39.37</td>
<td>39.53</td>
<td>39.24</td>
<td>37.98</td>
<td>37.76</td>
</tr>
<tr>
<td>34.14</td>
<td>33.87</td>
<td>35.09</td>
<td>33.90</td>
<td>34.96</td>
<td>28.97</td>
<td>28.54</td>
</tr>
<tr>
<td>28.09</td>
<td>28.45</td>
<td>31.34</td>
<td>28.48</td>
<td>31.27</td>
<td>23.84</td>
<td>23.30</td>
</tr>
<tr>
<td>24.59</td>
<td>25.03</td>
<td>27.44</td>
<td>25.08</td>
<td>27.31</td>
<td>21.48</td>
<td>20.85</td>
</tr>
<tr>
<td>22.12</td>
<td>22.72</td>
<td>23.45</td>
<td>22.75</td>
<td>23.28</td>
<td>20.10</td>
<td>19.67</td>
</tr>
<tr>
<td>18.61</td>
<td>19.73</td>
<td>18.59</td>
<td>19.78</td>
<td>18.56</td>
<td>18.20</td>
<td>17.45</td>
</tr>
<tr>
<td>14.15</td>
<td>17.55</td>
<td>17.09</td>
<td>17.61</td>
<td>17.12</td>
<td>17.71</td>
<td>17.15</td>
</tr>
</tbody>
</table>

Tab. 3 gives the execution time of all three here described denoising algorithms for complete video denoising, both for the mean and median filtering and for both AWGN and impulsive Poisson noise. We have used Toshiba A660 notebook powered by Intel® Core™ i5 CPU M 430 @ 2.27 GHz with 4 GB of RAM. The FICI based method was shown to reduce the algorithm execution time by up to 98 % when compared to the original ICI based method, but resulting into poorer denoising results.

On the other hand, the RICI method has outperformed the original ICI based method both in the algorithm execution time (reducing it by up to 11 %) and noise suppression (increasing PSNR by up to 10.07 dB).
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Figure 2 Second test video. (a) Original noise-free video frame. (b) Noisy frame corrupted by the AWGN. (c) Noisy frame corrupted by the impulse Poisson noise. (d) Denoised frame using the ICI based method with mean filtering for the AWGN. (e) Denoised frame using the ICI based method with median filtering for the AWGN. (f) Denoised frame using the ICI based method with mean filtering for the impulse Poisson noise. (g) Denoised frame using the ICI based method with median filtering for the impulse Poisson noise. (h) Denoised frame using the FICI based method with mean filtering for the AWGN. (i) Denoised frame using the FICI based method with median filtering for the AWGN. (j) Denoised frame using the FICI based method with mean filtering for the impulse Poisson noise. (k) Denoised frame using the FICI based method with median filtering for the impulse Poisson noise. (l) Denoised frame using the RICI based method with mean filtering for the AWGN. (m) Denoised frame using the RICI based method with median filtering for the AWGN. (n) Denoised frame using the RICI based method with mean filtering for the impulse Poisson noise. (o) Denoised frame using the RICI based method with median filtering for the impulse Poisson noise.

Table 2 Average frame PSNR values for the second test video, denoised using the three methods for a range of noise levels and different noise types

<table>
<thead>
<tr>
<th>Noisy video</th>
<th>ICI</th>
<th>FICI</th>
<th>RICI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian</td>
<td>Poisson</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
<td>Med</td>
</tr>
<tr>
<td>42.15</td>
<td>38.93</td>
<td>38.83</td>
<td>38.96</td>
</tr>
<tr>
<td>34.14</td>
<td>34.27</td>
<td>34.86</td>
<td>34.31</td>
</tr>
<tr>
<td>28.09</td>
<td>28.59</td>
<td>31.08</td>
<td>28.58</td>
</tr>
<tr>
<td>24.59</td>
<td>25.37</td>
<td>27.56</td>
<td>25.43</td>
</tr>
<tr>
<td>22.12</td>
<td>23.25</td>
<td>24.35</td>
<td>23.28</td>
</tr>
<tr>
<td>14.15</td>
<td>18.29</td>
<td>17.88</td>
<td>18.36</td>
</tr>
</tbody>
</table>

Table 3 Execution time for the three algorithms

<table>
<thead>
<tr>
<th>Video</th>
<th>ICI</th>
<th>FICI</th>
<th>RICI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gaussian</td>
<td>Poisson</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Mean</td>
<td>Med</td>
<td>Mean</td>
<td>Med</td>
</tr>
<tr>
<td>First</td>
<td>186.21</td>
<td>167.27</td>
<td>167.98</td>
</tr>
<tr>
<td>Second</td>
<td>127.2</td>
<td>113.90</td>
<td>111.01</td>
</tr>
</tbody>
</table>

6 CONCLUSION

In this paper, a signal denoising method based on the relative intersection of confidence intervals (RICI) rule has been applied to video denoising. The method’s performance was analyzed and compared to the results obtained using the original intersection of confidence intervals (ICI) and fast ICI based methods.

The RICI based video denoising method was shown to outperform the original ICI based method in algorithms execution time reduction, as well as in noise suppression, for the two test videos and different noise levels and noise types. The method was shown to increase denoised video average frame PSNRs by up to 10.7 dB when compared to the original ICI based method, and by up to 10.36 dB when compared to the noisy videos. Furthermore, the RICI based method has increased the algorithm speed by...
up to 11% when compared to the original ICI based method.

Therefore, the RICI based method was shown to be efficient not only for 1D signals and image denoising, but, as confirmed by the here presented results, in video denoising too. It has outperformed the original ICI based method both in terms of the estimation quality improvement and the algorithm execution time reduction.
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