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Abstract: This article addresses the issue of traffic sign recognition. It contributes to a growing body of research done by the automotive industry due to a necessity for ensuring better safety on the roads. This paper presents a novel method for traffic signs recognition. The implementation of the whole process of traffic sign recognition has a step-wise nature but the novelty is introduced into the traffic sign shape detection stage. The method is based on a new approach for traffic sign shape recognition based on the image content occupancy analysis. Further, the traffic sign content classification is based on a simplistic relational correlation analysis. The tests were performed on image data comprising various roads and lighting conditions. The test includes different sizes of templates used in the correlation comparison method. The results are presented in a manner of successfulness of the correct recognition.
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1 INTRODUCTION

The automotive industry has constantly been making tremendous efforts in conducting research and projects related to the development of assisted driving technologies. Some of these technologies niches focus on the problem of automatic recognition of traffic signs [1-5]. Despite the fact that the most advanced vehicles are equipped with these systems, a man still plays a major role to ensure the safety in the traffic environment as described in [6, 7]. One of the ultimate goals addresses the issue of developing an autonomous or automated vehicle that will manage driving without the necessity for a human action. Such vehicles need to be equipped with sensors used for "sensing" the environment and driving within predefined paths. Sensor systems that can be used for "sensing" the environment are radars, light radar (lidars), GPS, computer vision and advanced control systems. Such systems interpret sensory information and identify appropriate navigational paths as well as obstacles and appropriate traffic signs. The ability to update maps based on sensory input allows a vehicle to monitor its position even when conditions are challenging or when the environment is not drawn on maps (like traffic signs). Currently, these vehicles exist as demonstration systems and prototypes.

In the traffic sign recognition research field, numerous methods and approaches are used. Segmentation by colour is often used to detect areas where traffic signs appear like RGB [3, 4, 8, 15] or HSV/HSI colour model [5, 11, 12]. Other methods that track corners and edges were used in the shape analysis [9]. Further, recognitions can be achieved with neural networks [11, 14] or template matching [4, 15]. Some features, such as Histogram of Oriented Gradients (HOG) and features with linear Support vector machine (SVM) classifier are successfully used for a fast computation in traffic sign recognition process [3, 12]. Also, the Kalman filter can be useful for predictions of traffic sign candidates in video frames, so they can be successfully tracked in real-time situations [6].

In this paper, we present a method based on the segment surface occupancy analysis. That method is novel, to the authors’ knowledge, and there are no similar approaches or applications of it. Our goal is to elaborate on the method and validate its applicability.

This paper is organised in four main sections. The first section (Section 2) gives an overview of the method used in this paper. Also, an algorithm flow of the programme and its implementation is presented. In Section 3, sign detection and localisation followed by shape and content recognition are described. The experimental results are presented in Section 4. Finally, the conclusions and suggestions for further research are given in Section 5.

2 TRAFFIC SIGN CLASSIFICATION AND RECOGNITION

Solution starter is based on the detection and recognition of red and blue traffic signs. Widely known and frequently used approaches are colour segmentation, object separation and a grey scale analysis [8, 9]. Groups (classes) of traffic signs that belong to the area of the analysis are explicit order (mandatory) signs, information signs and warning signs. In Croatia, these classes of signs constitute the majority of traffic signs and are necessary in traffic systems in terms of the traffic system safety [10]. In addition, these signs are characterised by the colour and shape which are important for signs classification. Blue signs have a square, rectangular and circular shape and red signs have the shape of a triangle, octagon and circle.

Therefore, traffic signs can be described by three properties:
1) colour (red, blue, etc.);
2) shape (triangle, circle, square, rectangle and octagon);
3) the inner content of the sign which consists of symbols and text.

Therefore, in order to properly detect and recognise a traffic sign, it is necessary to carry out an analysis for all three properties of the sign.

2.1 Method Structure and Algorithm Flow

An algorithm analysis flow and structure of this method is presented in Fig. 1. This flowchart shows important steps and their logical flow that defines the operational unity of the whole process. The flowchart...
With further binary image processing, characteristics of the image of red and blue colored and emphasized signs (for example, a triangle or circle) and the inner content are extracted. These characteristics are the colors of the sign (for example, red in the case of a triangle or circle) and the area of the corresponding rectangular frame. Hence, objects are classified in the form of a triangle, circle, square, and octagon.

Candidates who passed the sign checks on colors and shapes features are used at the recognition stage. Then, these candidates are trimmed down to a size given by sing templates. In this way, the candidate of a traffic sign is prepared for the comparison with the templates. The results corresponding to a certain level of similarity are accepted, while other results are rejected. Once the individual candidate of a traffic sign is recognized, a rectangular frame is drawn on the image with the corresponding correlation coefficient denoted.

### 3 SHAPE DETECTION AND CLASSIFICATION

Implementation of the traffic sign recognition algorithm is carried out in the MATLAB programming environment by using image processing functions (Image Processing Toolbox) and custom made methods. At the moment, the authors are focusing to implement the method, prove its working concept and justify its applicability. Neither a performance analysis and any kind of algorithm optimisations nor the comparisons with other goal-similar methods are done. As previously stated, the presented method is divided into three functional parts (steps) which are elaborated on in the following section.

#### 3.1 Image Segmentation – Sign Detection and Localization

The first step in the detection phase is filtering an image using a median filter. By reducing the image noise, this step improves the image prior to the segmentation phase. The median filter is a nonlinear filter whose response is based on the order of pixels contained in the image area covered by the filter. It replaces the pixel value of the centre of the mask with filter value of the neighbourhood pixels determined by the size ranking.

The median filter allows noise reduction with less blur than the linear smoothing filter of a similar size. It is particularly effective in reducing impulse noise such as "salt and pepper". The noise appears as black pixels in a white environment of pixels and vice versa.

The filtering results are obtained by taking into account the pixels covered by the mask of the filter whose values are ranked in size from the smallest to the largest. The value of the pixel located in the middle of this sequence is taken and placed in the central pixel of the neighbourhoods of the image covered by the filter mask. Filtration by the median filter included in this analysis is done by using kernel 3x3 pixels in size and takes place separately on each channel of the RGB image.
The RGB system consists of three channels, namely red, green and blue. The combination of their values forms a colour. For the analysis of the programme work, the main focus is on red and blue colours. Red and blue colours are not built from solely pure red or blue. They contain other components of the RGB colour system. For example, red colour contains red, blue and green components. The condition is that the red colour component is predominant by its value as opposed to other components in the RGB image.

Traffic sign detection is performed in the RGB colour space by building a binary image where "1" represents the pixels belonging to the candidate traffic sign, binarisation respectively. The segmentation takes place on red and blue by the threshold method as follows:

\[ \text{Binary image of red colour} = \begin{cases} \text{Red channel} > \text{threshold} \\ \text{Green channel} < k_R \times \text{Red channel}, \\ \text{Blue channel} < k_B \times \text{Red channel} \end{cases} \quad (1) \]

\[ \text{Binary image of blue colour} = \begin{cases} \text{Blue channel} > \text{threshold} \\ \text{Red channel} < k_R \times \text{Blue channel}, \\ \text{Green channel} < k_B \times \text{Blue channel} \end{cases} \quad (2) \]

Where the "threshold" is fixed, the number can range from 0 to 255 values for 8-bit data. In the analysis, it is set to value 40, so that darker values of red and blue colour can be read and the "k" value is in the range from "0" to "1". It corresponds to what proportion must be of channels RGB colour system in the main channel, i.e. how much percentage of secondary channels is in the formation of colour as opposed to the main channel. In this way, it is ensured that the main channel is dominant in the formation of a specific colour.

One example of the colour segmentation is shown in Fig. 2.

The next step is to use morphological close operations. It is a process of dilation followed by erosion with the same structural element. With dilatation of the binary image obtained by the expansion of binary image pixels, we achieve the growth of objects. Spreading a pixel of the binary image allows the pixels which are close enough and are pixels of the traffic sign to become pixels of the same object. Erosion returns the size of the object at about the same size prior to dilation. This procedure attempts to correct imperfections of threshold methods due to different variations of lighting and various obstacles that hinder the visibility of the sign by connecting punctuated pixels of the traffic sign.

The next procedure is deleting small objects from the binary image. The process of segmentation results with binary image objects of particular colours. Objects are connected pixel values, in our case "1". In order to be able to analyse individual objects, but also to be a potential candidate for the traffic sign, it must have the necessary size of the connected pixels.

After deleting small objects, the following is the procedure for filling the interior of binary objects. These are morphological operations which are necessary for the calculation of geometrical characteristics of the object (Fig. 3, left image).

To make MATLAB "know" to distinguish objects, they must be labelled. Labelling is done on each connected pixel adjacent to each other. Labelled objects are different shades in the view which proves that they are different objects (Fig. 3, right image).

Note that the objects are prepared for the implementation of geometric analysis and shape detection. The parameters that need to be taken into consideration for the analysis are the bounding box (rectangular frame) parameters and the object area parameter.

The bounding box is a simple parameter for crude description of the object size. It is defined as a rectangle that is large enough to contain all the pixels of the object. It also gives a rough description of the object shape. The bounding box is a feature of object-oriented pixels processing such as the extraction of object pixels for further purposes.

The area parameter is another parameter form, i.e. another way of describing the binary objects extracted from the image data. The area in a binary image is the sum of pixels assigned to the surface, i.e. object. This means that the area of the object can be calculated simply by counting the pixels within the object.

The starting point of the image is the upper left corner which is at coordinates (0, 0). The first variable is x coordinate which moves from left to right, and the second is y coordinate which moves from up to down. The knowledge of this principle is the starting point needed for creating the bounding box. The bounding box consists of four variables. The first two are the coordinates of the pixel \((x, y)\) located in the upper left corner of the frame. The other two variables are the width and height of the frame. The bounding box is placed over an object, so that it can make the calculation and extract four variables of the box for each object.

After getting parameters of the bounding box and calculating the objects, we crop the RGB image by the obtained coordinates. With this procedure, we get regions...
of interest of the RGB image, image segment for further analysis respectively, for example, the region of interest of red or blue colour. These regions are potential candidates for traffic signs.

The next step is creating a mask of regions of interest by cropping objects of the binary image and switching it to the grayscale form. In that form, we can implement multiplication with each channel of the appropriate cropped RGB image. This process creates the mask of the RGB image (Fig. 4, left image).

Cropped objects of the RGB image may contain areas that are not signs, therefore, this procedure needs to be carried out and set them as background, i.e. "0".

Further processing is performed in order to extract symbols within the inner content of the traffic sign. We again use the threshold method within the obtained RGB image mask in order to obtain a binary image of the region of interest. Morphological operations of filling the interior are used upon obtaining the binary image.

To obtain the inner area of the traffic sign (Fig. 4, right image), we perform the subtraction operation of the binary image and its version with the filled interior. The resulting image after subtracting has the black value as "−1" and the white value as "0". This is corrected by adding "1" to each pixel value. In this way, we ensure that the black is "0" and the white is "1".

Further step is making complement of that binary image (Fig. 5, left image). The resulting image has the value of "1" for the inner content of the traffic sign and the pixel values outside the inner content of the sign are "0". This form is used to get the binary mask and conduct the search of internal traffic sign symbols. In order to do this, the morphological operations of filling the interior are done. Their purpose is to make 8-bit binary masks that will once again carry out multiplication with the previously obtained cropped RGB image.

Once a binary image is obtained by the threshold of red, blue and black colours, we use the morphological operations of filling the interior of the symbols. The operation is done to fill the interior of the object symbols for more accurate processing, but also due to "holes" within the object symbols resulting from the imperfections of the method threshold (Fig. 7).

Having received a more compact objects form within the sign, it is necessary to use a morphological closing operation. This operation connects tiny segments within a sign if they are close enough. This will result in a form that is much easier to analyse (Fig. 8).
The latter procedure is used by creating masks of "0" that accept the values. Then, the values of the internal elements, along with the elements of the outer circle of the sign, are added within the acceptance mask to form a total binary image of the road sign suitable for the analysis (Fig. 9).

3.2 Shape Recognition and Classification

The shape selection of sign candidates occurs in the classification stage. The criterion for the selection of segmented traffic signs is adopted according to the size and proportion of the object. This method is called a segment occupancy density analysis.

Two criteria are taken into account. The first criterion is the aspect ratio of the bounding box (analysis segment), which is placed on the binary image objects. The second criterion is the ratio of the sign area and the bounding box area, occupancy density, respectively.

Their values in the analysis are obtained experimentally by measuring different forms of traffic signs under different viewing angles. As a reference angle, 0° is used, i.e. an angle that looks straight onto the surface of the traffic sign. The bounding box is an essential part of the analysis of traffic signs because it is used for the selection of geometric shapes. Every traffic sign has geometric properties that distinguish it from other signs.

The first part of the classification takes place in rejection of objects that do not belong to the predetermined range of the aspect ratio of the bounding box. This is obtained in a way that the frame is set to the object and performs the calculation of the width and height ratio of the frame. The range is usually between 0.9 and 1.1 for all traffic signs except the rectangle that is approximately at the value of 0.66 at reference angle 0°.

The second part of the shape parameter is obtained in a similar manner as the first parameter. The bounding box is placed on the object. The ratio of the object area (the number of pixels within the object) and the area of the bounding box (the product of the width and height of the frame), the surface occupancy respectively is calculated. Their ratios and occupancies are typical for each traffic sign; they are different and distinctive. Only in the case of a circle and octagon, we find the similarity of values. Therefore, in the analysis of the traffic sign, they are placed in the same group of signs entitled "circle". The visual display of the traffic signs with their assigned bounding boxes is shown in Fig. 10.

The ratio of the circle surface \( P_{\text{circle}} \) and the frame \( P_{\text{frame}} \) is

\[
P_{\text{circle}} = \frac{\pi r^2}{4r^2} = \frac{\pi}{4} = 0.785,
\]

A similar mathematical calculation procedure can be used for area ratios for other road signs. For other shapes, the characteristic occupancy values are:

- triangle - the value is 0.5;
- octagon – the value is ~0.83;
- square and rectangle - the value is 1.

In practice, the size of traffic signs slightly deviates from the regular geometric shapes. For example, the triangle signs have rounded corners and will take a little more area inside the frame (approximately 0.55).

Shape parameter values depend on the view angle and are to be taken into consideration when analysing the traffic signs to define the boundaries. Their graphical representations are given in Fig. 11 and Fig. 12. These diagrams show a reduction of the bounding box ratio, Fig. 11, as well as the ratio of the sign area and the bounding box area as the viewing angle increase, Fig. 12.

At the time of collecting parameter values, the rectangular traffic sign is not accessible for the analysis. Therefore, it was not possible to perform experimental measurement and displayed graphical results for it.

The data from the graphs enable the creation of the border search of the object shape based on those properties. The graph (Fig. 11) shows that the signs are at approximately value "1" at angle 0°. Basically, the width and height of the bounding box have a similar amount.

Knowing the dimensions of the rectangular signs for the second shape parameter, its value should be around 66% at the same angle of 0°. It is, therefore, necessary to evaluate whether to include rectangular signs in the range of the values because simply by extending the range, we expand the space for false detection of candidates of the binary image.

One of the acceptable ranges for the first shape parameters ranges from 0.5 to 1.2. It comprises a value up to 30° angle of view of the traffic signs illustrated in Fig. 11.
The graph (Fig. 12) shows the second shape parameters which are required for the classification of the traffic signs according to the form pursuant to which the objects pass the authentication of the frame aspect ratio. The chart shows that the values of the circle and octagon are approximate and they are, therefore, classified in one group of traffic signs. It is also evident that the value of the triangular traffic sign ranges from 55% to 45% as well as from 97% to 70% for the square. The circle or octagon range from 83% to 68%. With the increase of the traffic sign viewing angle, it is realistic to expect that the correlation values for all three sizes, the largest one is estimated for all intervals and some intervals increase due to the human factor when collecting data.

![Fig. 12 Sign shapes surface occupancy change vs. viewing angle](image)

Fig. 13 gives an overview of the realistic traffic sign example under different viewing conditions, angles 0° to 40°. This figure illustrates the difficulty in detection and content analysis of the analysed sign shape due to shape shifting and image distortion overall.

![Fig. 13 Traffic sign at different viewing angles](image)

### 3.3 Content Recognition

The recognition phase covers the part of the programme preparation of an image for the comparison with given templates. In order for the comparison to take place, it is necessary to adjust the size of candidate images to those in the template. We use the nearest-neighbour interpolation method for that. The sizes of templates are magnitude of 64×64, 128×128 and 256×256 pixels and to those sizes the input binary images are to be adjusted prior to further analysis steps.

In the implementation of recognition, the input binary image is adjusted to each size of the templates magnitude. Further, 2D correlation analysis of the same magnitude template and object images follows. After we get the correlation values for all three sizes, the largest one is taken into account. The last step of the recognition phase is drawing the bounding box on positively identified candidates of the traffic signs in the image with the percentage of the correlation coefficient. With the correlation, we measure numerical linear dependence between two variables. The number sign of the correlation depends strictly on the numerator whose multiplication gets positive or negative values.

The correlation result represents the correlation coefficient "r" ranging from "−1" to "1". As the result gets closer to "−1" or "1", the variables are more associated. If the correlation coefficient is close to "−1", it is a negative correlation. Consequently, the relationship among variables is established, i.e. if one variable value rises, the other one falls. If the correlation coefficient is close to "1", the value of both variables goes up or down. In the case where the correlation coefficient value is close to "0", there is no correlation between the variables.

The areas of interest for us are the values that are close to "1", where "1" corresponds to the perfect correlation between two variables, in this case, two images. The mathematical equation of the 2D correlation coefficient is given by the expression

\[ r = \frac{\sum_{m=1}^{M} \sum_{n=1}^{N} (X_{mn} - \bar{X})(Y_{mn} - \bar{Y})}{\sqrt{\sum_{m=1}^{M} \sum_{n=1}^{N} (X_{mn} - \bar{X})^2 (Y_{mn} - \bar{Y})^2}} \]  

\[ X \] and \[ Y \] images we are comparing and the subscript indices \( m \) and \( n \) refer to the pixel location in the image. \( \bar{X} \) and \( \bar{Y} \) are the mean intensity of the whole first and second image. Basically, the equation calculates every pixel location in both image double-sum difference between the intensity value at that pixel and the mean intensity of the whole image.

### 4 TESTS AND RESULTS

The programme implementation was carried out in the MATLAB programming environment with the installed software tools for image processing (Image Processing Toolbox).

The parameters that are used in the implementation of the testing program are as follows.

- Threshold parameters:

\[ \begin{align*}
\text{Binary image of red colour} &= \begin{cases} 
\text{Red channel} > \text{thresh}d \
\text{Green channel} < k1 \times \text{Red channel}, \\
\text{Blue channel} < k2 \times \text{Red channel}
\end{cases} \\
\text{Binary image of blue colour} &= \begin{cases} 
\text{Blue channel} > \text{thresh}d \\
\text{Red channel} < k3 \times \text{Blue channel}, \\
\text{Green channel} < k4 \times \text{Blue channel}
\end{cases}
\end{align*} \]  

\[ \begin{align*}
\text{Threshold} &= 40, k1 = 0.62, k2 = 0.67, k3 = 0.80, k4 = 0.57 \\
\text{The condition of a minimum of 0.25 correlation coefficient in order to traffic sign candidates can be classified and recognized.} \\
\text{Incorrectly recognised traffic signs} \\
\text{Falsely recognised traffic signs - recognised as road sign objects when in fact they are not.}
\end{align*} \]
Unrecognised traffic signs.
The average correlation coefficient – share of the total number of recognised traffic signs with the number of traffic signs which are seen (not including those which were not recognised for some reason).

Coefficients $k_1$, $k_2$, $k_3$ and $k_4$ and threshold are determined empirically in order to give the best segmentation outcomes as possible. They are purely numerically expressed and suit to images with good as well as to images with limited light conditions (they stay fixed for all tested pictures). Table 1 shows a range where $k$ parameters have their best application results. For our tested pictures, the optimum values are listed above.

### Table 1 Optimum coefficients of $k$ parameters

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>0,59</td>
<td>0,65</td>
</tr>
<tr>
<td>$k_2$</td>
<td>0,64</td>
<td>0,70</td>
</tr>
<tr>
<td>$k_3$</td>
<td>0,76</td>
<td>0,84</td>
</tr>
<tr>
<td>$k_4$</td>
<td>0,54</td>
<td>0,60</td>
</tr>
</tbody>
</table>

After applying the parameters, the test is carried out. The following results are given and classified in four main categories: correctly (not shown in tables below), incorrectly recognised, falsely recognised and unrecognised signs.

### Table 2 Recognition of blue traffic signs

<table>
<thead>
<tr>
<th>Blue TS</th>
<th>Circular TS</th>
<th>Square TS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of TS</td>
<td>13</td>
<td>9</td>
<td>22</td>
</tr>
<tr>
<td>Incorrectly recognised TS</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Falsely recognised TS</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Unrecognised TS</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Average correl. coefficient</td>
<td>0,7608</td>
<td>0,4578</td>
<td>0,6309</td>
</tr>
</tbody>
</table>

### Table 3 Recognition of red traffic signs

<table>
<thead>
<tr>
<th>Red TS</th>
<th>Circular TS</th>
<th>Triangle TS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of TS</td>
<td>33</td>
<td>14</td>
<td>47</td>
</tr>
<tr>
<td>Incorrectly recognised TS</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Falsely recognised TS</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Unrecognised TS</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Average correl. coefficient</td>
<td>0,7370</td>
<td>0,7062</td>
<td>0,7528</td>
</tr>
</tbody>
</table>

### Table 4 Recognition of traffic signs in reduced visibility

<table>
<thead>
<tr>
<th>TS in reduced visibility</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of TS</td>
<td>18</td>
</tr>
<tr>
<td>Incorrectly recognised TS</td>
<td>1</td>
</tr>
<tr>
<td>Falsely recognised TS</td>
<td>1</td>
</tr>
<tr>
<td>Unrecognised TS</td>
<td>4</td>
</tr>
<tr>
<td>Average correlation coefficient</td>
<td>0,7042</td>
</tr>
</tbody>
</table>

As can be seen from the tables (Tab. 2, Tab. 3, Tab. 4) and graphs (Fig. 14, 15, 16), in the conditions of good visibility when the separation of colours can be very easily detached, the segmentation process achieves a considerable success in the detection, classification and recognition of traffic signs (over 90% correct recognition on a set of testing pictures).

In the case of blue sign candidates, in only one case the traffic sign failed to pass the stage classification because the segmentation fit into the environment of the similar colour.

In the case of red sign candidates, we have several situations where the traffic sign experienced a difficulty to be positively identified. Some situations of incorrectly recognised traffic signs refer to cases when the sign surface is covered with dirt. Also, we have a case of merging with colour similar to the area of the traffic sign and cases of not recognising the traffic sign due to the interference with external environment. One case corresponds to the false recognition of the traffic sign object with a database which is not a traffic sign.

![EFFICIENCY OF BLUE TS RECOGNITION](image1)

![EFFICIENCY OF RED TS RECOGNITION](image2)

![EFFICIENCY OF TS IN REDUCED VISIBILITY](image3)

In the case of application in the reduced visibility environment, this method shows its weakness and reduced performance overall. In numerous situations, we come to partial detection of the sign candidate colours, thus making them not enough spatially visible for the successful recognition. It reveals a major flaw of the RGB system which is very sensitive to intensity values and in these cases, it is not as robust as a system because the slightest change in the value of lighting can crash the whole concept of proposed traffic sign recognition. In all three mentioned cases, the correlation coefficient on average is in quite a high interval $[0.63$ to $0.75]$. Furthermore, we review the application results of the traffic sign recognition method under a different viewing angle, distances and inclination of the traffic sign. Fig. 17 illustrates an example of traffic sign B28 correlation movement depending on the viewing angle. Despite the fact that the viewing angle is much wider, traffic sign B28 is positively identified from the database even with a high drop in the correlation coefficient from 0.93 to 0.56. It can be concluded that the decrease in the correlation...
coefficient increases as the viewing angle increases. The result is expected because the road sign, when viewed at an angle, takes a substantially different form of shapes than a template from the database.

An increase in inclination leads to discrepancies of a shape with the shape of the template; therefore, a drop in correlation is quite significant. The sign was properly identified in the database.

Fig. 18 demonstrates an example of a correlation movement depending on the distance of traffic sign B57. The drop of correlation is not so substantial compared to an example of a wider viewing angle. The correlation coefficient on the current example traffic sign changes from 0.91 to 0.82, which is a slight decrease, and the sign was detected properly in the database.

As can be seen in Fig. 19, the example of A20 traffic sign shows the inclination influence on a much greater level of effect on the correlation coefficient than a distance of traffic sign dropping from 0.8 to 0.64 due to a slight inclination. This happens due to the increase of the distance shape of the sign which will still hold approximately similar shape with the traffic sign from the database with some data loss due to the increasing distance.

5 CONCLUSION

Based on the experimental results, we can assert that the process of recognition of traffic signs is satisfactory regarding the number of detected traffic signs. When the brightness of traffic signs is at a satisfactory level, the programme works extremely satisfactory even in rotated situations and at greater distances of traffic signs. During the experimenting, we noticed that the angle of inclination to the left or right side and the angle of view to a sign have a lot of influence in terms of the correlation coefficient drop. Although the decrease in the coefficient of similarity was significant, it was still possible to recognise the traffic sign by comparing it with the template database of traffic signs. Hence, we can conclude that the correlation and template comparison method are not robust methods in terms of variation of the viewing angle and inclination; yet, they are still satisfactory methods that achieve the goal of successfully identifying the traffic sign. In conditions when the light source is limited, for example, early evening, night, or when the sign is located in shadows, there is a significant decrease in the performance of traffic signs recognition. The problem lies in the fact that the RGB colour model is not robust in terms of variations of light. Consequently, the improvement of the programme should be sought in other models of colour that separate the colour information from the information intensity.

This method and the shape recognition approach have neither been optimised for fast computation nor is the performance analysis conducted. This happens because, at this moment, the main objective is set to prove the method applicability as a successful traffic sign detector and recogniser. The detection results are satisfactory and are in the middle compared to the methods overviewed in [7]. So, as future work, this method can be implemented in a more efficient way by using more performance convenient programming environment. Also, a detailed performance analysis and suitability for a real time application can be carried out and compared to other methods regarding accuracy and execution time.

Finally, the test and analysis results prove, to some extent, the applicability and usability of the proposed method in applications for traffic signs detection and
recognition as well as confirm the validity of the method potential. We achieve the set goal with the segment surface occupancy analysis approach as it did an excellent job with very good results in the traffic sign recognition process.
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