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Abstract: Taking the aviation equipment scheduled maintenance as a prototype, this paper improves a bionic global random search algorithm - bacteria foraging optimization algorithm to solve the task-scheduling problem. Inspired by gene mutation, the activity of bacteria is dynamically adjusted to make good bacteria more capable of action. In addition, a bacterial quorum sensing mechanism is established, which allows bacteria to guide their swimming routes by using their peer experience and enhance their global search capability. Its application to the engineering practice can optimize the scheduling of the maintenance process. It is of great application value in increasing the aviation equipment maintenance efficiency and the level of command automation. In addition, it can improve the resource utilization ratio to reduce the maintenance support cost.
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1 INTRODUCTION

Bacteria foraging optimization (BFO) algorithm was proposed by Passino based on a bionic random search algorithm in 2002. The biological foundation is that E.coli bacteria have some intelligent behaviours in their foraging process. There is a control system in E.coli bacteria to guide their behaviours [1, 2], including chemotaxis, reproduction and elimination-dispersal in the foraging process. In addition, it can evaluate the effect of state change made by bacteria each time to provide information for their next movement. Under the control of this system, E.coli bacteria will gradually move towards the food source. In our BFO model, the advantages and disadvantages of the search algorithm are judged according to the nutrient distribution function in the searching process, where the solution to the problem corresponding to the state of bacteria in the search space will be optimized. In other words, the fitness value of the function will be optimized.

The aviation equipment scheduled maintenance involves several workshops, jobs and processes. However, our optimization algorithm can realize the effective organization, precise and efficient scheduling of the regular maintenance work to achieve the optimal combination and reasonable distribution of the various supporting resources, and reduce the maintenance support cost. In addition, it can be applied in the virtual-reality (VP) optimal scheduling system for the aviation equipment scheduled maintenance after the BFO algorithm is improved.

2 THE IMPROVEMENT OF THE ORIGINAL BFO ALGORITHM

2.1 Induction Mechanism in Bacteria Foraging Behaviour

For the search in the solution space, the original BFO algorithm adopts the cell-to-cell sensing mechanism. It calculates the cell-to-cell sensing value [3] according to Eq. (1) when a bacterium swims to a new position each time:

\[ J_{cc}(\theta^i (j,k,l), \theta(j,k,l)) = \sum_{i=1}^{S} J_{cc}^i(\theta^i, \theta) = \]

\[ = \sum_{i=1}^{S} \left[ d_{attract} \exp \left( -\omega_{attract} \sum_{m=1}^{p} (\theta_m^i - \theta_m^j)^2 \right) \right] + \]

\[ + \sum_{i=1}^{S} h_{repellant} \exp \left( -\omega_{repellant} \sum_{m=1}^{p} (\theta_m^i - \theta_m^j)^2 \right) \]

Where: \( J_{cc}^i(\theta^i (j,k,l), \theta(j,k,l)) \) represents the sum of the cell-to-cell sensing values when the \( i^{th} \) cell is undergoing the \( j^{th} \) chemotaxis operation, the \( k^{th} \) reproduction and the \( l^{th} \) elimination-dispersal operation. \( J_{cc}^i(\theta^i, \theta) \) represents the value of the quorum sensing between the \( i^{th} \) cell and the \( j^{th} \) cell. \( d_{attract} \) and \( \omega_{attract} \) separately denote the number and the release rate of the attractants. \( h_{repellant} \) and \( \omega_{repellant} \) are separately the number and the release rate of the repellants. \( S \) stands for the bacterial population size, \( p \) represents the dimension of the bacteria search environment and \( \theta_m^i \) denotes the \( m^{th} \) dimension of the position, where the \( i^{th} \) cell is located.

\[ J_{cc}(j+1,k,l) = J_{cc}(j,k,l) + J_{cc}^i(\theta^i (j+1,k,l), \theta(j+1,k,l)) \]

According the Eq. (2), add the cell-to-cell sensing value of bacteria that had completed \((j+1)^{th}\) chemotaxis to the fitness value.

Such a cell-to-cell sensing mechanism can help maintain the population diversity and increase the possibility of escaping from local optima by bacterial swarm. However, there is a possibility that the optimization process will be delayed. When numerous bacteria gather around the global optimal location, the concentration of exclusion factor will increase. At this time, the bacteria in the best position may be expelled from the optimum area, which will cause a decrease in accuracy [3].

Inspired by the quorum sensing mechanism in the particle swarm optimization (PSO) algorithm [4-6], holding that each particle can make self-evaluation, learn...
from the best particle and move towards the historical best position in the swarm, the BFO algorithm can be improved by performing the quasi-PSO based cell-to-swarm sensing operation (or the cell-to-swarm sensing value) after the chemotaxis operation ends each time: By sensing the surrounding environment, an individual cell would try to search if there is a cell that occupies the best position in the bacterial swarm. If yes, that position will be memorized. Otherwise, the current position of the cell will be memorized. After that, the cell will always swim towards the memorized position according to Eq. (3) every time when it swims to a new position in the chemotaxis operation.

If

\[ J^i(j+1,k,l) > J_{\text{best}}^i(j,k,l) \]

\[ \theta^i_{\text{e}}(j+1,k,l) = \theta^i(j+1,k,l) + C_{\text{cc}} \times (\theta^i(j,k,l) - \theta^i(j,k,l)) \]

Where: \( \theta^i_{\text{e}}(j+1,k,l) \) represents the updated position of the cell \( i \) after the quorum sensing. \( \theta^i(j,k,l) \) and \( J_{\text{best}}^i(j,k,l) \) separately denote the currently best position and the fitness value of the cell within the whole swarm. \( C_{\text{cc}} \) is the attractant deciding the step size \([7]\) of the cell when it swims to the historically best position in the swarm. After the introduction of the quasi-PSO operation to make the improvement, the velocity and the position of the cell \( i \) can be updated according to Eqs. (4) and (5):

\[ V_{id}^\text{new} = \omega \cdot V_{id}^\text{old} + C_1 \cdot \Phi_{i} \cdot (\theta_{\text{g,best}}^i - \theta_{d}^i(i,j+1,k)) \]

\[ \theta_{d}^i(i,j+1,k) = \theta_{d}^i(i,j+1,k) + V_{id}^\text{new} \]

Where: \( \omega \) is the inertia weight that enables the cell to maintain the movement inertia and expand the search space to explore a new region. \( C_1 \) is the learning factor, or the acceleration constant. \( \Phi_{i} \) is the pseudo-random numbers distributed uniformly within the interval of \([0,1]\) and \( V_{id} \) represents the velocity vector of the cell \( i \).

After the improvement, our new quorum sensing mechanism allows a cell to guide its own dispersal route based on the experiences of the other cells. A belief attraction mechanism has accelerated the global searching speed in the solution space and at the same time, it will facilitate an individual cell to escape from the local optima to avoid the possibility that a cell might not be covered in the global optimal area.

### 2.2 Variable Step Size in Bacterial Chemotaxis Operation

In the original BFO algorithm, the forward chemotactic movement of a cell can be calculated according to Eq. (6) [8]:

\[ \theta(i, j+1, k) = \theta(i, j, k) + C(i) \Phi(j) \]

Where: \( F(j) = \frac{\Delta(i)}{\sqrt{\Delta^T(i)\Delta(i)}} \), \( \Delta(i) \) is the direction vector within the interval of \([-1, 1]\).

Genetic mutation might occur in the life cycle of a cell. Excellent bacteria with stronger chemotactic ability might have a bigger chemotaxis step in the elimination-dispersal process to speed up the bacterial foraging process. In order to further accelerate the searching speed, improve the global searching ability at the initial searching stage and the local searching ability in the later period, the BFO algorithm can be further improved by setting the step length into a dynamic adjustment value instead of a fixed value \([7]\) in the chemotaxis operation according to Eq. (7):

\[ C(k,l) = \frac{L_{\text{red}}}{n^{k/l-1}} \]

Where: \( C(k,l) \) represents the step length for the chemotaxis operation when the cell is undergoing the \( k \)th reproduction in the \( l \)th elimination-dispersal event. \( L_{\text{red}} \) is the initial chemotaxis step length and \( n \) denotes the parameter used to control the step-length gradient descent.

### 2.3 Design of an Improved Fast Bacterial Swarming Algorithm

On the basis of adjusting the step length and setting up the induction mechanism, the process of the algorithm is improved. Before the chemotaxis operation, the bacteria produce variation and change the step length. Then, the individual induction and the quorum induction will be carried out to the optimal foraging area. In addition, bacteria are allowed to mutate and adjust step lengths during migration. The improved algorithm flow chart is provided in Fig. 1.
better movement ability in the solution space, and less searching time will be spent by the cell in a local scope. But in the latter period, the value of $k + l$ will gradually go up with a decrease in $C(k, l)$. It indicates that the cell has stronger local searching ability when it swims nearer to the globally optimal point, proving that the algorithm will finally arrive at the globally optimal point. When it is mapped onto the bacteria foraging behaviours, it is equivalent to the improvement of bacteria foraging ability at a quicker speed. From the perspective of bacterial swarm, it can enhance the elimination-dispersal ability of the whole bacterial swarm as the genes of the excellent bacteria have been preserved.

2.4 Optimization of the Nonlinear Model

2.4.1 Typical Nonlinear Model

Choose Shaffer function as the typical nonlinear model for the simulation and it can be described as below:

$$z = 0.5 + \frac{\sin^2(\sqrt{x_1^2 + x_2^2}) - 0.5}{1 + 0.001\left(\sqrt{x_1^2 + x_2^2}\right)^2}$$  \hspace{1cm} (8)
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**Figure 2** The topographic map of energy concentration (Valley=food, Peak=hazardous substances)

$$\text{Figure 3}$$

The bacteria dispersal trajectory from the first to the fourth generation in the first elimination-dispersal event

Where: $x_1, x_2 \in [-2, 2]$. Choose $z$ as the fitness function and the population size $S = 40$, the number of chemotactic behaviours $N_c = 100$ and the maximum number of chemotaxis steps $N_s = 4$. Also set the number of generations for reproduction $N_re = 4$, the number of elimination-dispersal events $N_ed = 2$ and the elimination-dispersal probability $P_{ed} = 0.25$. The simulation result is shown in Figs. 2 - 4.

2.4.2 Analysis on the Simulation Result

The simulation result reveals that the first generation of bacteria are dispersed randomly in the to-be-optimized region, where they gather in swarms to perform the chemotaxis behaviours. After the screening, the bacteria reproduce. The second generation of bacteria will repeat the behaviours of the bacteria in the first generation by constantly swarming toward the food. Till the fourth generation, they have clumped together within a small range. In the second elimination-dispersal event, the bacteria start from the elimination-dispersal operation according to the elimination-dispersal probability based on the previous four generations and then continue their searching behaviours. Basically they have gathered in the optimal region in the second generation, and continued to converge in this region in the next two generations till they have converged into a very small range in the fourth generation. All of these have proved the effectiveness of this algorithm. As the bacteria have converged into the optimal region in the second elimination-dispersal event, it proves that this algorithm is very simple with a quick convergence speed.

1) Test of iteration numbers

Make a comparison on the required number of iterations when the precision is 0.00001. The results are provided in Tab. 1.

<table>
<thead>
<tr>
<th>Test function</th>
<th>Optimization methods</th>
<th>The minimum number of iterations</th>
<th>The average number of iterations</th>
<th>The maximum number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shaffer function</td>
<td>PSO</td>
<td>8</td>
<td>33.46</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td>BFO</td>
<td>4</td>
<td>32.72</td>
<td>150</td>
</tr>
</tbody>
</table>

2) Convergence test

Set the maximum number of iterations as 100 and run every algorithm for 100 times to calculate the average optimal solution. The result is provided in Tab. 2.
The general procedure for the application of the improved BFO algorithm to solving the scheduling optimization problem is as below:

1) Problem representation;
2) Implement the decoding strategy;
3) Design an evaluation function and create the initial solution population;
4) Use the quorum sensing mechanism for global searching.

3.2 Problem Representation

With the adoption of the operation-based representation strategy, every feasible solution can be expressed with \( n \times m \) numbers on behalf of the operations to constitute an array of operations conforming to the process constraints. Every number in the array represents the part number of the to-be-repaired component. The \( f^a \) emergence of the to-be-repaired component \( i \) represents the \( f^a \) operation or the \( j \)th process of the to-be-repaired component \( i \) \((i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, m)\). As process constraints have already been taken into account in the representation, then a feasible solution can be obtained during the displacement transformation of the numbers. Tab. 3 gives the process constraints on typical \( 3 \times 3 \) scheduling problems, and Fig. 5 gives an example of representation [11].

### Table 3 Process constraints on 3×3 job shop scheduling problems

<table>
<thead>
<tr>
<th>Part No. of the to-be-repaired components</th>
<th>No. 1 process</th>
<th>No. 2 process</th>
<th>No. 3 process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Machine No.</td>
<td>Repair time</td>
<td>Machine No.</td>
<td>Repair time</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Under the process constraints provided in Tab. 3, assume that there is a feasible solution \([3 \ 1 \ 1 \ 2 \ 1 \ 3 \ 2 \ 2 \ 3]\). Then the representation given in Fig. 5 will correspond to the process sequence provided in Fig. 6.

As for a feasible solution that has been generated, it must be transformed into a feasible activity schedule before it is used to solve the scheduling problem in practice. Such a process is called decoding. A feasible solution can be decoded into several schedules. That is to say, an operation sequence will correspond to multiple scheduling solutions. Then the optimization of the decoding process also means that a better scheduling solution [12] can be obtained from the operation sequence.

Optimization methods: Judge if the current operation can be inserted into the existing free segment. If yes, it will significantly shorten the time spent on the feasible
scheduling to obtain the optimal or the quasi-optimal scheduling solution.

In addition to the research on the micro problem of task scheduling, in the study of macro problems such as supply chain design and integrated manufacturing, the BFO algorithm is introduced and some improvements have been made. In view of these NP problems, a series of researches have been carried out, and the integration model of supply chain facility transfer and production planning based on dynamic unit manufacturing has been put forward [13, 14]. In view of these NP problems, a series of researches have been carried out, and the integration model of supply chain facility transfer and production planning based on dynamic unit manufacturing has been put forward [13, 14]. In the field of artificial intelligence, bacterial foraging optimization algorithm has also been proved an efficient, stable and competitive bionic intelligent optimization method [15].

3.3 The Application of the BFO-Based Cell Searching Strategy

On the formation of individual bacteria, some articles have been studied, and a matrix based bacterial foraging optimization algorithm tracking constraint treatment (MPANT) is proposed to solve the cell formation problem while considering cell load variations and a number of exceptional elements [16]. This section focuses on the improvement of individual bacteria in search strategy.

In the foraging process of a cell, the operation (or the cell-based searching strategy) made by the cell to determine its searching direction according to the information collected by itself is carried out based on the specific steps as below:

1) Determine the cell I that will make a cell-based search in the bacterial swarm.

2) Randomly choose two positions on the representation sequence of the feasible solution that represents the cell. The interval between these two positions on the representation sequence is called stable range, where the various operation sequences (or the representation) will remain unchanged in current search process. In other words, the searching will always be made in the direction that has been chosen randomly.

3) The scheduling sequence identified by the cell is divided into three parts: Except the stable range in the middle, both intervals beside the stable range are separately called Displacement Interval A and Displacement Interval B. Sequences in both of the intervals will be reorganized randomly one by one. In other words, displacement operation will be performed separately in Interval A and Interval B. Such a displacement also means that the cell is taking another step towards the chosen direction. Due to the adoption of the operation-based representation strategy, the representation sequence obtained after the random displacement operation is still a feasible solution.

4) Fitness evaluation on the current position of the cell. If new position is more advantageous, it can be considered that the movement made this time is correct. Then take the cell on the new position to replace the original one, and this is equivalent to a displacement made by the original cell. Otherwise, the cell will return to the original position, and it means that the moving operation this time is cancelled. In the study of location evaluation and displacement of bacteria, some academic articles put forward a multilevel threshold method based on feature selection to improve the applicability and practicability of the optimal threshold technology in the BFO algorithm [17].

5) A pause made by an individual cell. Now it faces two choices: One is the re-selection of a random direction and make a cell-based search. The other is to cease the searching immediately. In this case, it will skip to the next cell that is performing the searching operation in the scheduling system and the algorithm in this round ends now.

3.4 The Improved Searching Strategy Based on the Quorum Sensing Mechanism

The optimization of high-dimensional space is a difficult problem in optimization. With the increase of the problem dimension, the difficulty of finding the optimal solution increases exponentially. Although swarm intelligence algorithm has a strong advantage in optimization problems, the speed and accuracy of algorithm are still greatly reduced in the face of high-dimensional problems. For complex high-dimensional optimization problems, the fractal dimension optimization method can be used to fine divide the problems [18, 19]. The improved method makes full use of the change information of the local dimension, judges and updates the location information by dimension, and effectively improves the efficiency and accuracy of the algorithm.

Searching strategy can be improved based on the quorum sensing mechanism according to the specific steps as below:

1) Determine the cell $I_{c\text{best}}$ that occupies the currently best position in the bacterial swarm, and save the position and the fitness value.

2) Determine the cell $I$ that will make a search in the bacterial swarm.

3) In the sequence of the best cell $I_{c\text{best}}$, randomly choose a number $J_{\text{rand}}$ (or the job number). For a new cell to be generated, make sure to guarantee that this job number will be started on the same position of the best cell in the process sequence.

4) Traverse the best cell $I_{c\text{best}}$ to determine the position $P$ of the job number $J_{\text{rand}}$ in the best cells.

5) Start to adjust the cell $I$. Traverse the cell $I$ to find out the initial position (or the position of the $J_{\text{rand}}^{th}$ workpiece undertaking the first process in the current sequence) of $J_{\text{rand}}$ in the process sequence. Then displace it with the job number in the position $P$.

6) Make a cell-based evaluation on the current position of the cell.

7) Make a swarm-based evaluation on the current position of the cell. Compared with the cell $I_{c\text{best}}$ that occupies the currently best position among the bacterial swarm, if the new position of the cell $I$ is more advantageous, it can be considered that the movement made this time has made the cell swim to the best position in the swarm. Then the best position will be updated to the position of this cell and the optimal fitness value of the swarm will be updated accordingly. Otherwise, no operation will be performed. In order to more accurately describe the nature of the relationship between the bacterial attraction and rejection, the hyperbolic tangent function can be introduced to improve the population performance. In addition, in order to retain the primary features of the
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eliminated bacteria, the roulette technique can also be applied to the migration phase [20].

8) A pause made by an individual cell. Now it faces two choices: One is the re-selection of a random direction and make a cell-based search. The other is to cease the searching immediately. In this case, it will skip to the next cell that is performing the searching operation in the scheduling system and the algorithm in this round ends now.

4 ALGORITHM IMPLEMENTATION

To solve the task scheduling problem by using the optimization algorithm, first, we need to analyse the characteristics of aeronautical maintenance, design the coding strategy, and then design the processing flow according to the algorithm. Some studies have used bacterial foraging optimization algorithm to solve the aviation maintenance task scheduling problem, and verified the rationality and feasibility of the algorithm [21]. In this paper, based on these studies, the bacterial foraging optimization algorithm is improved, and then the algorithm processing flow is redesigned.

Fig. 7 shows the processing flowchart with the use of the improved bacteria foraging algorithm as the scheduling optimization algorithm library.

Use this algorithm library to verify the practical problems and the various process information is provided in Tab. 4.

Table 4 Some processes in the 400H scheduled maintenance of an aircraft

<table>
<thead>
<tr>
<th>To-be-repaired components</th>
<th>Process</th>
<th>Resources required</th>
</tr>
</thead>
<tbody>
<tr>
<td>J1 Altitude indicator</td>
<td>O₁₁ Remove the altitude indicator</td>
<td>M₁ 2 M₂ 3 M₃ 4 M₄ - M₅ - M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₁₂ Power-on check</td>
<td>- M₂ - M₃ 2 M₄ 4 -</td>
</tr>
<tr>
<td></td>
<td>O₁₃ Install the altitude indicator</td>
<td>M₁ 1 M₂ 4 M₃ 5 - M₄ - M₅ -</td>
</tr>
<tr>
<td>J2 Fire control system</td>
<td>O₂₁ Remove the fire-control connector</td>
<td>M₁ 3 M₂ - M₃ 5 M₄ - M₅ 2 M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₂₂ Check the fuse protector</td>
<td>M₁ 4 M₂ 3 M₃ - M₄ 6 M₅ - M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₂₃ Fit the plug</td>
<td>- M₁ - M₂ 4 M₃ - M₄ 7 M₅ 11 M₆ -</td>
</tr>
<tr>
<td>J3 Steering system</td>
<td>O₃₁ Remove flaps</td>
<td>M₁ 5 M₂ 6 M₃ - M₄ - M₅ - M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₃₂ Manipulation check</td>
<td>- M₁ - M₂ 4 M₃ - M₄ 3 M₅ 5 M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₃₃ Install flaps</td>
<td>- M₁ - M₂ 13 M₃ - M₄ 9 M₅ 12 M₆ -</td>
</tr>
<tr>
<td>J₄ Radar</td>
<td>O₄₁ Remove the omni-directional warning unit</td>
<td>M₁ 9 M₂ - M₃ 7 M₄ - M₅ 9 M₆ 12</td>
</tr>
<tr>
<td></td>
<td>O₄₂ Infield test</td>
<td>- M₁ - M₂ 6 M₃ 4 M₄ - M₅ 5 M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₄₃ Install the omni-directional warning unit</td>
<td>M₁ 1 M₂ - M₃ 3 M₄ - M₅ - M₆ 3</td>
</tr>
</tbody>
</table>

Table 5 Process route

<table>
<thead>
<tr>
<th>To-be-repaired components</th>
<th>Process</th>
<th>Resources required</th>
</tr>
</thead>
<tbody>
<tr>
<td>J₁ Altitude indicator</td>
<td>O₁₁ Remove the altitude indicator</td>
<td>M₁ 3 M₂ - M₃ - M₄ - M₅ M₆</td>
</tr>
<tr>
<td></td>
<td>O₁₂ Power-on check</td>
<td>M₁ 3 M₂ - M₃ - M₄ - M₅ M₆</td>
</tr>
<tr>
<td></td>
<td>O₁₃ Install the altitude indicator</td>
<td>M₁ 4 M₂ - M₃ - M₄ - M₅ M₆</td>
</tr>
<tr>
<td>J₂ Fire control system</td>
<td>O₂₁ Remove the fire-control connector</td>
<td>M₁ - M₂ - M₃ 2 M₄ M₅ - M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₂₂ Check the fuse protector</td>
<td>M₁ 4 M₂ - M₃ - M₄ M₅ - M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₂₃ Fit the plug</td>
<td>M₁ - M₂ - M₃ - M₄ 4 M₅ - M₆ -</td>
</tr>
<tr>
<td>J₃ Steering system</td>
<td>O₃₁ Remove flaps</td>
<td>M₁ 5 M₂ - M₃ - M₄ - M₅ - M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₃₂ Manipulation check</td>
<td>M₁ - M₂ - M₃ 3 M₄ - M₅ - M₆ -</td>
</tr>
<tr>
<td></td>
<td>O₃₃ Install flaps</td>
<td>M₁ - M₂ - M₃ 13 M₄ - M₅ 9 M₆ -</td>
</tr>
<tr>
<td>J₄ Radar</td>
<td>O₄₁ Remove the omni-directional warning unit</td>
<td>M₁ - M₂ - M₃ 7 M₄ - M₅ - M₆ 5</td>
</tr>
<tr>
<td></td>
<td>O₄₂ Infield test</td>
<td>M₁ - M₂ - M₃ 6 M₄ - M₅ - M₆ 5</td>
</tr>
<tr>
<td></td>
<td>O₄₃ Install the omni-directional warning unit</td>
<td>M₁ - M₂ - M₃ 3 M₄ - M₅ - M₆ 3</td>
</tr>
</tbody>
</table>
Run the algorithm for 50 times and it converges at 
\[ f(T_j) = 17 \] each time. After the search ends, an optimal 
process sequence \( O_1O_2O_3O_4O_5O_6O_7O_8O_9O_{10}O_{11}O_{12}O_{13} \) 
will be obtained with the process route provided in Tab. 5 and the relevant Gantt chart shown in Fig. 8.

5 CONCLUSIONS

Inspired by gene mutation, dynamically adjusts the 
tendency of bacteria to make the good bacteria more 
capable of action. By establishing bacterial quorum 
sensing mechanism, bacteria can be allowed to guide their 
swimming routes by using their peer experience, and 
enhance their global search capability. This improved 
bacterial foraging optimization algorithm can be applied to 
the optimization scheduling system for the aviation 
equipment scheduled maintenance. In this system, a 
complete airplane scheduled maintenance model can be 
established to efficiently solve the dynamic scheduling 
problem in the maintenance tasks. In addition, at the same 
time, it can realize the optimal combination and reasonable 
distribution of the various maintenance support resources.
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