ABSTRACT

Drinking-driving behaviors are important causes of road traffic injuries, which are serious threats to the lives and property of traffic participants. Therefore, reducing the occurrences of drinking-driving behaviors has become an important problem of traffic safety research. Forty-eight male drivers and six female drivers who could drink moderate alcohol were chosen as participants. The drivers’ physiological data, operation behavior data, car running data, and driving environment data were collected by designing various virtual traffic scenes and organizing drivers to conduct driving simulation experiments. The original variables were analyzed by the Principal Component Analysis (PCA), and seven principal components were extracted as the input vector of the Radial Basis Function (RBF) neural network. The principal component data was used to train and verify the RBF neural network. The Levenberg-Marquardt (LM) algorithm was chosen to train the parameters of the neural network and build a drinking-driving recognition model based on PCA and RBF neural network to realize an accurate recognition of drinking-driving behaviors. The test results showed that the drinking-driving recognition model based on PCA and RBF neural network could identify drinking drivers accurately during driving process with a recognition accuracy of 92.01%, and the operation efficiency of the model was high. The research can provide useful reference for prevention and treatment of drinking and driving and traffic safety maintenance.
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1. INTRODUCTION

With the development of the automobile industry, the world’s car ownership has risen sharply. Cars are convenient for people's livelihood, but they also bring serious traffic safety problems [1]. Statistics show that there were 104 production safety accidents in China during the period from January to February of 2016. Traffic accidents accounted for 61.54%, and the death toll percentage of traffic accidents was 58.61%, which was the highest death toll percentage among the various accidents [2]. Drinking and driving is an important factor which increases traffic accident death rates related to young adults [3]. Thus, it has been a key issue in the traffic safety field to take effective measures to reduce or eliminate drinking and driving.

Many countries, including the United States, the United Kingdom, and China, have fully realized the urgency of drinking-driving governance currently, and have taken various methods to prevent drinking-driving behaviors, such as legislation, carrying out publicity, and education. The key to drinking-driving governance is whether to identify drinking-driving behaviors accurately or not, and stop drinking and driving in time. The traditional passive drinking-driving recognition methods rely on traffic police and other law enforcement authorities to do alcohol tests by intercepting drivers. The passive drinking-driving recognition methods have not been adapted to current needs, because the number of cars has increased significantly. Thus, for drinking-driving prevention and traffic safety purposes, active drinking-driving recognition methods should be developed to identify drinking drivers automatically and accurately before or during the driving processes.

Some researchers studied several advanced active drinking-driving recognition methods based on different techniques. In 2007, the alcohol key technique was first used by Svenska Aeroplan Aktiebolaget (SAAB) [4]. A miniature alcohol detection device was placed in the car key, and drivers had to complete the alcohol test by blowing into the car key before
starting cars. However, the method was easily dismissed for failing to determine whether alcohol-based gases were exhaled by drivers or not. In 2009, YC Wu used cameras to capture driver’s face images to compare them with images of driver’s face in sober condition to determine whether the driver had been drinking or not [5]. However, this method was easily affected by environmental factors such as illumination, so its accuracy was poor. The driving state can be reflected by driving behaviors and continuity, and noninvasiveness of driving behavior data can provide new ideas on drinking-driving recognition methods. Therefore, drinking-driving recognition methods based on driving behaviors are an important aspect in studying active drinking-driving recognition methods [6-7]. In 2014, Xiaohua Z [8] obtained the data of drivers’ subjective feelings and driving behaviors under different blood alcohol concentration (BAC) levels using a driving simulator. The characteristics of the drinking-driving behaviors and car motion were analyzed based on the experimental data. Relevant data on average speed, speed standard deviation, and lane line position was analyzed, whereby standard deviation changed observably after drinking. Whether the drivers were in the drinking-driving state or not could be detected based on changes of the three variables.

Driving behavior factors influencing the recognition of drinking and driving are various, and there are complex relationships among the various factors, so the nonlinear fitting capacity of the drinking-driving recognition model should be high. The RBF neural network [9-11] is an adaptive dynamic system that is interconnected by many neurons. It is a type of a multi-level neural network that converges faster. The non-linearity and high robustness of the RBF neural network makes it an effective tool for solving complex pattern recognition problems. However, the learning speed of the RBF neural network is strongly influenced by total input data, and PCA can reduce the amount of input data by reducing the dimensions of affected factors and the multi-collinearity between factors. Therefore, PCA and the RBF neural network model were used in this paper to achieve accurate recognition of drinking-driving behaviors. To simplify the RBF neural network and avoid long training and local minima, the LM algorithm [12-14] was used to train the neural network, rather than the gradient descent method.

In this paper, the information collection system for the driver’s body, car, and the environment was used to gather the physiological data, operation behavior data, car running data, and driving environment data of drivers in human factor experiments and driving simulation experiments. Some variables influencing drinking-driving recognition were chosen to be analyzed by PCA, and a drinking-driving recognition model based on PCA and the RBF neural network was established for automatic identification of drinking-driving behaviors. It has shown that the model can fuse the information of driver’s body, car, and the environment. In addition, it can recognize drinking-driving behaviors accurately and automatically at the same time during the driving process.

2. DRINKING-DRIVING RECOGNITION MODEL BASED ON PCA AND RBF NEURAL NETWORK

The design diagram of the drinking-driving recognition model based on PCA and RBF neural network is shown in Figure 1.

Many original variables can be converted to several uncorrelated principal components by PCA, and the major information of original variables can be preserved. Thus, PCA reduces the complexities of data analysis [15-16]. Multiple influencing variables of drinking-driving recognition were analyzed by PCA in order to improve the speed of network training. A vector consisting of obtained principal components was applied as the input vector of the RBF neural network. The PCA mathematical model is as follows:

\[ Z = AV \]  \hspace{1cm} (1)

\( V = (v_1, v_2, ..., v_p) \) is the vector consisting of original variables, which are driver’s body, car, and environment variables related to drinking-driving recognition. The data of \( V = (v_1, v_2, ..., v_p) \) are standardized data so the mean value is 0, and the standard deviation is 1. \( Z = (z_1, z_2, ..., z_i) \) consists of \( i \) principal components (\( i < p \)) and is the input vector of the RBF neural network; \( A \) is the principal component score coefficient matrix.

The RBF neural network includes three layers. The layers consist of neurons whose number is indefinite. The transformation function of hidden layer neurons is a radial basis function. The RBF neural network is the unity of the linear mapping and nonlinear mapping; the mappings between the input layer and hidden layer are nonlinear, and the mappings between the hidden layer and output layer are linear. Thus, the RBF neural network has the advantages of fast learning and overcoming local minima [17].

In Figure 1, the input vector \( Z = (z_1, z_2, ..., z_i) \) of the RBF neural network is the result of PCA, which contains the most of driving behavior information. There is one input layer, one hidden layer, and one output layer. The number of input layer neurons is \( i \) (the number of principal components). Considering the speed and accuracy of the training, the number of hidden layer neurons is designed to be 12. The radial basis function is used as the activation function of hidden layer neurons. The input vector is mapped to hidden space directly, rather than through the connection based on weight value. The Gaussian function was chosen as the radial basis function, and the function formula is as follows:
driving state and expected driving state. The sample data is used to train the RBF neural network until the desired error is met, and the drinking-driving recognition model is established.

3. DATA ACQUISITION AND CHOICES OF VARIABLES

3.1 Acquisition of experimental data

Participants
Given that male drivers are more likely to be drunk driving than female drivers, and young drivers are more impulsive and take more risks than older drivers, we focused on young and male drivers. 54 drivers were selected as participants and numbered, 48 male drivers and 6 female drivers among them. Their average age was 27 years. The cumulative driving mileage was more than 50,000 kilometers, and the participants had driving experience and stable driving habits. All the participants were in good physical and mental condition, and they could drive manual cars masterly.

They were able to handle alcohol and complete the experiments after drinking.

Experimental apparatus
The experimental apparatus is shown in Figure 2, including the human factors experimental apparatus for gathering drivers’ physiological information, the driving simulator for producing virtual traffic scenes, car running and driving environments, and for obtaining the drivers’ operation behavior data, as well as a driving state value and expected driving state value. The sample data is used to train the RBF neural network until the desired error is met, and the drinking-driving recognition model is established.

Figure 1 – Combination model framework of PCA and RBF neural network

In Formula 2, \( \Phi_a = g(\|Z - C_a\|) = \exp\left(-\frac{1}{2\pi^2}\|Z - C_a\|^2\right) \)

\( Z_a^c = (z_{a1}, z_{a2}, ..., z_{ai}) \) is the central parameter vector of the Gaussian function of hidden layer neurons \( a \); \( D_a = (d_{a1}, d_{a2}, ..., d_{ai}) \) is variance vector of the Gaussian function of hidden layer neurons \( a \).

There are three neurons in the output layer, which represent three types of driving states. Outcome \( Y = y_j \) \( (j=1,2,3) \) is the output driving state value of the model, \( Y' = y_j \) \( (j=1,2,3) \) is the expected driving state value, \( y_1 = (1,1,1) \) represents the normal driving state, \( y_2 = (0,0,1) \) represents the drinking-driving state \( (0.02\% \leq \text{BAC} \leq 0.08\%) \), and \( y_3 = (0,0,0) \) represents the drunk driving state \( (\text{BAC} \geq 0.08\%) \). The mapping between hidden layer and output layer is linear, the output function of output layer neurons is as follows:

\[ y_b = \sum_{a=1}^{n} w_{ba} \Phi_a \]

In Formula 3, \( y_b \) is the output value of the output neuron \( b \); \( w_{ba} \) is the connection weight between the output neuron \( b \) and hidden neuron \( a \); \( \Phi_a \) is the output value of the hidden neuron \( a \).

The sample data spread forward along the neural network and reach the output layer through the processes of all hidden neurons. In the end, three types of driving states can be obtained. The parameters of the RBF neural network are amended according to the method which can reduce the error between output driving state value and expected driving state value.
breathalyzer tester for identifying the driver’s BAC level. In addition, wine, purified water, and other materials were also needed in the experiments.

All drivers were organized to perform driving simulation experiments six times under every driving state. The valid data obtained in one experiment of every driver under every driving state was one data set, so $54 \times 3 \times 6 = 972$ data sets were obtained, which included plenty of information on drivers’ physiology, cars, and driving environments.

3D virtual driving scenes had been designed based on a driving simulator to provide realistic visual perception, auditory perception, and tactile sensation for the drivers. The driving scenes were from a common urban road environment, including straightaways, left and right curves with radiuses of 800 meters, 400 meters, and 200 meters, and crossroads. Traffic events including car-following and overtaking were set to motivate various driving operations. The design of the experimental road is shown in Figure 3.

### 3.2 Variable extractions

#### 3.2.1 Variable selection

The influencing factors of drinking-driving recognition are various. With reference to correlational research [18-19], 18 common variables of driving behaviors had been selected, and the symbols and units of the variables are shown in Table 1.

The definitions of the variables are as follows:

$$J_n = \frac{1}{n} \sum_{i=1}^{n} J_i$$  \hspace{1cm} (4)

$$H_n = \frac{1}{n} \sum_{i=1}^{n} H_i$$  \hspace{1cm} (5)

![Figure 2 – Experimental apparatus](image_url)

![Figure 3 – The experimental road](image_url)

**Experimental procedures**

To exclude the influence of fatigue, drugs, and other impact factors, a time was selected to experiment in which the drivers were in good condition. Participants wearing the human factors experimental apparatus were required to conduct driving simulation experiments in normal driving state A (BAC=0), drinking-driving state B (BAC=0.03±0.01%), and drunk-driving state C (BAC=0.09±0.01%). All the data on participant physiology (heart rate, dermal electric), cars (velocity, acceleration), and the environment (lane shift, distance from leading car) was obtained. All drivers were organized to perform driving simulation experiments six times under every driving state. The valid data obtained in one experiment of every driver under every driving state was one data set, so $54 \times 3 \times 6 = 972$ data sets were obtained, which included plenty of information on drivers’ physiology, cars, and driving environments.

3D virtual driving scenes had been designed based on a driving simulator to provide realistic visual perception, auditory perception, and tactile sensation for the drivers. The driving scenes were from a common urban road environment, including straightaways, left and right curves with radiuses of 800 meters, 400 meters, and 200 meters, and crossroads. Traffic events including car-following and overtaking were set to motivate various driving operations. The design of the experimental road is shown in Figure 3.
Mean value of dermal electric $J_m$ $\mu\Omega$ Mean value of acceleration $A_m$ m/s$^2$
Mean value of heart rate $H_m$ bmp Standard deviation of acceleration $A_S$ m/s$^2$

Mean value of visual reaction time $T_m$ s Mean value of the front wheel angle $R_m$ rad

Mean value of accelerator pedal pressure $F_{U_m}$ N Standard deviation of the front wheel angle $R_S$ rad

Standard deviation of accelerator pedal pressure $F_{US}$ N Mean value of distance from leading car $L_m$ m

Mean value of brake pedal pressure $F_{D_m}$ N Standard deviation of distance from leading car $L_S$ m

Standard deviation of brake pedal pressure $F_{DS}$ N Mean value of distance from the lane middle $B_m$ m

Mean value of velocity $V_m$ m/s Standard deviation of distance from the lane middle $B_S$ m

Standard deviation of velocity $V_S$ m/s Mean value of completing overtaking time $C_m$ s

Table 1 – Symbols and units of variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Units</th>
<th>Variable</th>
<th>Symbol</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean value of dermal electric</td>
<td>$J_m$</td>
<td>$\mu\Omega$</td>
<td>Mean value of acceleration</td>
<td>$A_m$</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>Mean value of heart rate</td>
<td>$H_m$</td>
<td>bmp</td>
<td>Standard deviation of acceleration</td>
<td>$A_S$</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>Mean value of visual reaction time</td>
<td>$T_m$</td>
<td>s</td>
<td>Mean value of the front wheel angle</td>
<td>$R_m$</td>
<td>rad</td>
</tr>
<tr>
<td>Mean value of accelerator pedal pressure</td>
<td>$F_{U_m}$</td>
<td>N</td>
<td>Standard deviation of the front wheel angle</td>
<td>$R_S$</td>
<td>rad</td>
</tr>
<tr>
<td>Standard deviation of accelerator pedal pressure</td>
<td>$F_{US}$</td>
<td>N</td>
<td>Mean value of distance from leading car</td>
<td>$L_m$</td>
<td>m</td>
</tr>
<tr>
<td>Mean value of brake pedal pressure</td>
<td>$F_{D_m}$</td>
<td>N</td>
<td>Standard deviation of distance from leading car</td>
<td>$L_S$</td>
<td>m</td>
</tr>
<tr>
<td>Standard deviation of brake pedal pressure</td>
<td>$F_{DS}$</td>
<td>N</td>
<td>Mean value of distance from the lane middle</td>
<td>$B_m$</td>
<td>m</td>
</tr>
<tr>
<td>Mean value of velocity</td>
<td>$V_m$</td>
<td>m/s</td>
<td>Standard deviation of distance from the lane middle</td>
<td>$B_S$</td>
<td>m</td>
</tr>
<tr>
<td>Standard deviation of velocity</td>
<td>$V_S$</td>
<td>m/s</td>
<td>Mean value of completing overtaking time</td>
<td>$C_m$</td>
<td>s</td>
</tr>
</tbody>
</table>


In the above formulas: the dermal electric and heart rate values are gathered at every second; $J_i$ is the dermal electric value at the second $i$; $H_i$ is heart rate value at the second $i$.

$T_m = \frac{1}{R} \sum_{i=1}^{R} T_i \quad (6)$

In the above formula: $T_i$ is the visual reaction time value at the second $i$, which is from the driver receiving visual stimuli to making action response.

$F_{U_m} = \frac{1}{R} \sum_{i=1}^{R} F_{US} \quad (7)$

$F_{US} = \frac{1}{R} \sum_{i=1}^{R} (F_{US} - F_{U_m})^2 \quad (8)$

$F_{D_m} = \frac{1}{R} \sum_{i=1}^{R} F_{Di} \quad (9)$

$F_{DS} = \frac{1}{R} \sum_{i=1}^{R} (F_{DS} - F_{D_m})^2 \quad (10)$

In the above formulas: $F_{U_i}$ is drivers’ accelerator pedal pressure value at the second $i$; $F_{Di}$ is drivers’ brake pedal pressure value at the second $i$; the pedal pressure value is normalized from 0 to 1 (the pressure value is 0 when drivers do not tread the pedal, and the pressure value is 1 when drivers tread pedals to the maximum).

$V_m = \frac{1}{R} \sum_{i=1}^{R} V_i \quad (11)$

$V_S = \frac{1}{R} \sum_{i=1}^{R} (V_i - V_m)^2 \quad (12)$

In the above formulas: velocities of experimental cars are gathered at every second; $V_i$ is velocity at the second $i$. 

$A_m = \frac{1}{R} \sum_{i=1}^{R} A_i \quad (13)$

$A_S = \frac{1}{R} \sum_{i=1}^{R} (A_i - A_m)^2 \quad (14)$

In the above formulas: $A_i$ is the acceleration value at the second $i$.

$R_m = \frac{1}{R} \sum_{i=1}^{R} R_i \quad (15)$

$R_S = \frac{1}{R} \sum_{i=1}^{R} (R_i - R_m)^2 \quad (16)$

In the above formulas: $R_i$ is the front wheel angle at the second $i$; $R_i$ is 0 when the steering wheel is straightened; $R_i$ is negative when the steering wheel is turned left; $R_i$ is positive when the steering wheel is turned right; drivers’ steering wheel operation characteristics can be reflected by the front wheel angle.

$L_m = \frac{1}{R} \sum_{i=1}^{R} L_i \quad (17)$

$L_S = \frac{1}{R} \sum_{i=1}^{R} (L_i - L_m)^2 \quad (18)$

$B_m = \frac{1}{R} \sum_{i=1}^{R} B_i \quad (19)$

$B_S = \frac{1}{R} \sum_{i=1}^{R} (B_i - B_m)^2 \quad (20)$

In the above formulas: $L_i$ is distance from the leading car to the second one in car-following scenes – the distance was measured from the front bumper of the experimental car to the tail bumper of the contiguous leading car; $B_i$ is experimental car’s distance from the lane middle at the second $i$ – the experimental car’s distance from the lane middle was measured from the right edge of the experimental car to the lane middle;
$B_i$ is negative when the experimental car’s right edge is on the left side of the lane middle; $B_i$ is positive when the experimental car’s right edge is on the right side of the lane middle.

\[ C_i = \frac{1}{n} \sum_{i=1}^{n} C_i \]  

In the above formula: $C_i$ is the overtaking completion time at the second $i$. The overtaking completion time was kept from the moment the experimental car began to accelerate to its return to the original lane.

According to a correlation analysis, the above 18 variables were related to the driving state, and there were correlations between them. Therefore, their dimensions could be reduced by PCA to extract the principal components as the input vector of the RBF neural network which included major information on driving behaviors. The experimental data of driving behavior variables are partly shown in Table 2.

Table 2 – Partial experimental data of driving behavior variables

<table>
<thead>
<tr>
<th>Time [s]</th>
<th>Car label</th>
<th>Mileage [m]</th>
<th>Distance from the lane middle [m]</th>
<th>Velocity [km/h]</th>
<th>Front wheel angle [rad]</th>
<th>Brake pedal pressure [n]</th>
<th>Accelerator pedal pressure [n]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>761.61</td>
<td>1.71</td>
<td>4.77</td>
<td>0</td>
<td>0.31</td>
<td>0.19</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>797.12</td>
<td>1.50</td>
<td>4.50</td>
<td>0</td>
<td>0.31</td>
<td>0.19</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>766.05</td>
<td>1.68</td>
<td>4.45</td>
<td>0</td>
<td>0.31</td>
<td>0.19</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>800.14</td>
<td>1.50</td>
<td>4.45</td>
<td>0</td>
<td>0.31</td>
<td>0.19</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>772.47</td>
<td>1.63</td>
<td>6.43</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>803.16</td>
<td>1.50</td>
<td>4.45</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>794.33</td>
<td>1.50</td>
<td>4.45</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Notes: there were three cars in the virtual driving scenes, car labeled 1 represented the experimental car that was operated by participants, cars labeled 2 and 3 represented virtual cars controlled by computers, and virtual cars were at a fixed speed. The driving simulator collected data at every second, and the experimental data of this table was captured over 3 seconds.

3.3 PCA

SPSS was used to carry out the PCA for the 18 variables. KMO (Kaiser-Meyer-Olkin) was 0.61>0.5; the Bartlett spherical test rejected the original hypothesis of the unit correlation matrix, $P<0.001$, and the PCA conditions were met. The sample data of the 18 initial variables were normalized and analyzed by PCA. The scree plot is shown in Figure 4.

In the above figure, the eigenvalues of the first seven components were higher, and the eigenvalues of the components behind the seventh component were smaller, so that the first seven components were selected as the principal components based on the inflection points of the curve and eigenvalues.

The variance explanations and the cumulative contribution rates of the principal components are shown in Table 3.

Figure 4 – Scree plot of each ingredient
4. MODEL TRAINING AND RECOGNITION RESULT ANALYSIS

4.1 Model training

According to Table 3, the cumulative contribution rates of the first seven principal components reached 91.16%, including major information of the original variables. Therefore, these seven principal components were chosen to compose the input vector of the RBF neural network. The formula of the principal components is as follows:

\[
z_i = \lambda_1 x_1 + \lambda_2 x_2 + \lambda_3 x_3 + \lambda_4 x_4 + \lambda_5 x_5 + \lambda_6 x_6 + \lambda_7 x_7 + \lambda_8 x_8 + \lambda_9 x_9 + \lambda_{10} x_{10} + \lambda_{11} x_{11} + \lambda_{12} x_{12} + \lambda_{13} x_{13} + \lambda_{14} x_{14} + \lambda_{15} x_{15} + \lambda_{16} x_{16} + \lambda_{17} x_{17} + \lambda_{18} x_{18}
\]

In the above formula, \( z_i \) represents the principle component \((i = 1, 2, ..., 7) \).

The score coefficients matrix of the principle components on each original parameter is shown in Table 4. The seven principle components’ data could be determined as the input sample data of the RBF neural network using the principal component formula and the original variables’ data.

### Table 3 – The total variance explanations of the principal components

<table>
<thead>
<tr>
<th>Principal component</th>
<th>Contribution rate [%]</th>
<th>Cumulative contribution rate [%]</th>
<th>Principal component</th>
<th>Contribution rate [%]</th>
<th>Cumulative contribution rate [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Z_1 )</td>
<td>38.64</td>
<td>38.64</td>
<td>( Z_2 )</td>
<td>7.82</td>
<td>81.53</td>
</tr>
<tr>
<td>( Z_2 )</td>
<td>14.31</td>
<td>52.95</td>
<td>( Z_3 )</td>
<td>5.18</td>
<td>86.71</td>
</tr>
<tr>
<td>( Z_3 )</td>
<td>12.25</td>
<td>65.20</td>
<td>( Z_4 )</td>
<td>4.46</td>
<td>91.16</td>
</tr>
<tr>
<td>( Z_4 )</td>
<td>8.51</td>
<td>73.71</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4 – Score coefficients matrix of principle components

<table>
<thead>
<tr>
<th>Components</th>
<th>( Z_1 )</th>
<th>( Z_2 )</th>
<th>( Z_3 )</th>
<th>( Z_4 )</th>
<th>( Z_5 )</th>
<th>( Z_6 )</th>
<th>( Z_7 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_1 )</td>
<td>0.138</td>
<td>-0.011</td>
<td>0.026</td>
<td>-0.013</td>
<td>-0.091</td>
<td>0.094</td>
<td>-0.152</td>
</tr>
<tr>
<td>( \lambda_2 )</td>
<td>0.122</td>
<td>0.110</td>
<td>0.102</td>
<td>0.012</td>
<td>-0.051</td>
<td>0.086</td>
<td>-0.285</td>
</tr>
<tr>
<td>( \lambda_3 )</td>
<td>0.135</td>
<td>0.054</td>
<td>0.018</td>
<td>0.095</td>
<td>-0.065</td>
<td>0.042</td>
<td>0.016</td>
</tr>
<tr>
<td>( \lambda_4 )</td>
<td>0.134</td>
<td>0.048</td>
<td>-0.017</td>
<td>0.011</td>
<td>-0.195</td>
<td>0.107</td>
<td>0.034</td>
</tr>
<tr>
<td>( \lambda_5 )</td>
<td>-0.026</td>
<td>0.341</td>
<td>-0.059</td>
<td>-0.071</td>
<td>0.118</td>
<td>0.171</td>
<td>-0.178</td>
</tr>
<tr>
<td>( \lambda_6 )</td>
<td>-0.101</td>
<td>-0.005</td>
<td>0.059</td>
<td>0.134</td>
<td>-0.033</td>
<td>0.601</td>
<td>0.173</td>
</tr>
<tr>
<td>( \lambda_7 )</td>
<td>-0.009</td>
<td>0.122</td>
<td>0.259</td>
<td>-0.379</td>
<td>-0.109</td>
<td>-0.109</td>
<td>0.395</td>
</tr>
<tr>
<td>( \lambda_8 )</td>
<td>-0.049</td>
<td>0.003</td>
<td>0.289</td>
<td>-0.069</td>
<td>0.386</td>
<td>0.159</td>
<td>-0.327</td>
</tr>
<tr>
<td>( \lambda_9 )</td>
<td>0.053</td>
<td>0.061</td>
<td>0.097</td>
<td>0.105</td>
<td>0.456</td>
<td>-0.517</td>
<td>-0.012</td>
</tr>
<tr>
<td>( \lambda_{10} )</td>
<td>0.139</td>
<td>0.051</td>
<td>0.011</td>
<td>-0.006</td>
<td>0.039</td>
<td>0.100</td>
<td>-0.083</td>
</tr>
<tr>
<td>( \lambda_{11} )</td>
<td>0.070</td>
<td>-0.258</td>
<td>-0.033</td>
<td>-0.213</td>
<td>0.230</td>
<td>-0.078</td>
<td>0.145</td>
</tr>
<tr>
<td>( \lambda_{12} )</td>
<td>0.011</td>
<td>-0.328</td>
<td>0.041</td>
<td>-0.186</td>
<td>-0.101</td>
<td>0.034</td>
<td>0.016</td>
</tr>
<tr>
<td>( \lambda_{13} )</td>
<td>0.009</td>
<td>0.098</td>
<td>0.186</td>
<td>0.367</td>
<td>-0.058</td>
<td>-0.179</td>
<td>0.690</td>
</tr>
<tr>
<td>( \lambda_{14} )</td>
<td>-0.137</td>
<td>-0.040</td>
<td>-0.034</td>
<td>0.063</td>
<td>0.120</td>
<td>0.035</td>
<td>0.049</td>
</tr>
<tr>
<td>( \lambda_{15} )</td>
<td>0.055</td>
<td>-0.119</td>
<td>-0.294</td>
<td>0.297</td>
<td>0.169</td>
<td>0.010</td>
<td>0.105</td>
</tr>
<tr>
<td>( \lambda_{16} )</td>
<td>0.082</td>
<td>-0.003</td>
<td>-0.014</td>
<td>0.005</td>
<td>0.383</td>
<td>0.519</td>
<td>0.302</td>
</tr>
<tr>
<td>( \lambda_{17} )</td>
<td>-0.039</td>
<td>-0.102</td>
<td>0.227</td>
<td>0.377</td>
<td>-0.122</td>
<td>-0.051</td>
<td>-0.452</td>
</tr>
<tr>
<td>( \lambda_{18} )</td>
<td>-0.055</td>
<td>0.153</td>
<td>-0.315</td>
<td>-0.114</td>
<td>0.035</td>
<td>-0.159</td>
<td>-0.057</td>
</tr>
</tbody>
</table>
In the above formula: \( \mathbf{Y}_i \) is the modulus of expected driving state vector; \( \hat{\mathbf{Y}}_i \) is the modulus of model output driving state vector; \( N \) is the total number of test sample data groups.

The MSEs of the RBF neural network’s training, validation, and testing are shown in Figure 6. According to Figure 6, there were 94 cycles of network training; the best MSE of validation was 0.032015 at the eighty-eighth cycle; the model recognition error was small.

Through calculation, the training time of RBF neural network was 1.17 seconds, the speed of model calculation was relatively higher; the recognition accuracy.
5. DISCUSSION

The drinking-driving recognition model was established based on the drinking behavior data of drivers. The original variables were analyzed by PCA, and seven principal components were obtained. The principal components were the characteristic parameters of drinking-driving behaviors, which were used as the input vector to train the RBF neural network and build the drinking-driving recognition model. This way, the drinking-driving behaviors could be recognized and prevented during the driving process.

The influencing parameters in past studies had not been very adequate, leading to less than comprehensive analyses. The model in this paper could improve recognition accuracy by analyzing the drivers’ physiological data, operation behavior data, car running data, and driving environment data comprehensively. The variables which influenced the recognition of drinking-driving behaviors the most were studied further. The driving behavior parameters’ differences among drivers with different BAC levels were studied through variance analysis. According to the results, four variables of drivers with different BAC levels showed significant differences: the mean value of accelerator pedal pressure ($F(2,51)=8.784$, $p<0.05$), the mean value of velocity ($F(2,51)=7.614$, $p<0.05$), the standard deviation of acceleration ($F(2,51)=8.153$, $p<0.05$), and standard deviation of the front wheel angle ($F(2,51)=5.452$, $p<0.05$). The results of the variance analysis indicated that these four variables influenced the recognition of drinking-driving behaviors the most.
The model established in this paper can recognize drinking drivers automatically by using driving behavior data, which can be implemented in a car as part of advanced driver assistant systems. Driving behavior information can be gathered by installing the corresponding sensors in cars, and the information can be transmitted to the drinking-driving recognition model of the central control unit in real time. According to driving behavior data, the drinking-driving recognition model can determine whether the driver has been drinking or not. If the model determines that the driver is in a drinking-driving state, the central control unit will send the control instructions to the car, and the car will generate some responses, such as alarm, deceleration, acceleration ban, and so on. Thus we can stop drinking and driving on time, and maintain road traffic safety.

6. CONCLUSION

This study intends to establish a recognition model of drinking-driving behaviors, which can recognize drinking drivers accurately and efficiently during the driving process. The main conclusions of this paper are given as follows:

1) Complicated original variables were analyzed with PCA, and a few characteristic parameters containing the most of the driving information were extracted by PCA. The characteristic parameters were chosen as the input vector of the RBF neural network to reduce the amount of input data and improve RBF neural network efficiency.

2) The drinking-driving recognition model based on the RBF neural network was able to deal with complicated and dynamic driving behavior information. The model recognition accuracy reached 92.01%, and the best MSE of the validation was 0.032, which showed that the model had a good recognition performance.

3) There are also some limitations in our study. We have not considered other factors which may influence drinking-driving recognition, such as driving propensity, car type, road conditions, and so on. The sample data used to train the RBF neural network is not enough, and the recognition accuracy needs to be improved. In the future, to improve the accuracy of the drinking-driving recognition model, more factors will be incorporated into the model roundly, with additional sample data. To improve operation efficiency and stability of the network, the structure of the RBF neural network will be further optimized and a more advanced network training algorithm will be used. Through the above improvements, a more accurate and stabilized drinking-driving recognition model will be implemented into car driver assistant systems to manage drinking and driving effectively and maintain safety.
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