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Abstract. We consider a class of parabolic free boundary problems
with heterogeneous coefficients including, from a physical point of view,
the evolutionary dam problem. We establish existence of a solution for
this problem. We use a regularized problem for which we prove existence
of a solution by applying the Tychonoff fixed point theorem. Then we pass
to the limit to get a solution of our problem. We also give a regularity
result of the solutions.

1. Introduction and statement of the problem

A dam problem is a study of a fluid flow through a porous medium Ω,
which is a bounded locally Lipschitz domain in R

n(n ≥ 2). We are interested
in the motion of compressible and incompressible fluids in Ω and in a time
interval [0, T ] when we shall interest us with the problem of finding the pres-
sure u of the fluid and the saturation χ of the wet part W of Q := Ω× (0, T )
which is unknown. The boundary Γ of Ω is divided in two parts. The im-
pervious part Γ1, and the part in contact with air or covered by fluid Γ2 (see
Figure 1), where we assume that Γ2 is a nonempty relatively open subset of
Γ. Let φ be a nonnegative Lipschitz continuous function defined in Q, and
let us set Σ1 = Γ1 × (0, T ), Σ2 = Γ2 × (0, T ), Σ3 = Σ2 ∩ {φ > 0} and
Σ4 = Σ2 ∩ {φ = 0}, where φ represents the assigned pressure on Σ2. The
velocity v and the pressure of the fluid in W are related to Darcy’s law by

(1.1) v = −a(x)∇(u + xn),
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where x = (x1, . . . , xn−1, xn) := (x′, xn) ∈ R
n and a(x) is an n× n matrix of

regular functions, which represents the permeability of the porous medium.
Let us assume that the wet part W = {u > 0} is given by

W = {(x′, xn, t) ∈ Q/xn < Φ(x′, t)},
where Φ is a regular function on R

n.

Figure 1. Dam

If we combine (1.1) with the mass conservation equation, we obtain

(1.2) αut − div(a(x)∇(u + xn)) = 0 in W,

where α is a positive number, which refers to the state of the fluid, compress-
ible (α > 0) or incompressible (α = 0). If we denote by ν the unit outward
normal to Σ1 and using the fact that no fluid flow can go through Σ1, we
obtain

v · ν = 0 on Σ1,

which can be written using (1.1) as

∂

∂νa
(u+ xn) = a(x)∇(u + xn) · ν = 0 on Σ1.

The flow of fluid through Σ4 can be written as

v · ν ≥ 0 on Σ4

or, by (1.1),

a(x)∇(u + xn) · ν ≤ 0 on Σ4.

The pressure on Σ2 is represented by φ, and thus

u = φ on Σ2.
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Let us assume that the free boundary is represented by the surface Σ = {xn =
Φ(x′, t)} = ∂({u > 0})∩Q and let us extend u outside Q\W and still denote
by u this function which is supposed to be regular . Then, the outward unit
normal to Σ is given by

ν = (νx, νt) = − (∇xu, ut)√
|∇xu|2 + u2t

.

Since ν · (v, 1) = 0 on Σ, we deduce from (1.1) that

νt = a(x)∇(u + xn) · νx on Σ.

Thus we have, in the sense of distributions, for all ξ ∈ D(Q)

(1.3)

〈div(a(x)∇u), ξ〉 = −
∫

Q

a(x)∇u · ∇ξdxdt

= −
∫

{u>0}

a(x)∇u · ∇ξdxdt.

Moreover, thanks to (1.2), we get

∫

{u>0}

a(x)∇u · ∇ξdxdt =
∫

Σ

a(x)∇u · νxξdσ

−
∫

{u>0}

a(x)e · ∇ξdxdt+ α

∫

{u>0}

u ξtdxdt

=

∫

Σ

νtξdσ −
∫

{u>0}

a(x)e · ∇ξdxdt+ α

∫

{u>0}

u ξtdxdt

=

∫

{u>0}

ξtdxdt−
∫

{u>0}

a(x)e · ∇ξdxdt + α

∫

{u>0}

u ξtdxdt,

(1.4)

where e = (0, . . . , 0, 1) ∈ R
n. Using (1.3)-(1.4) and if we denote by χ{u>0}

the characteristic function of the set {u > 0}, we obtain

〈div(a(x)∇u), ξ〉 =
∫

Q

χ{u>0}a(x)e.∇ξdxdt −
∫

Q

(αu + χ{u>0})ξtdxdt,

which leads to

div(a(x)(∇u + χ{u>0}e))− (αu + χ{u>0})t = 0 in D′(Q).

Now, if we add the initial condition and we consider a more general frame-
work for the function a(x)e, which we denote by H(x), we obtain the following
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strong formulation of a class of parabolic free boundary problems with het-
erogeneous coefficients a(x) and H(x): find u, χ : Q→ R such that

(1.5)





u ≥ 0, 0 ≤ χ ≤ 1, u(1− χ) = 0 in Q

div(a(x)∇u + χH(x)) − (αu+ χ)t = 0 in Q

u = φ on Σ2

(αu+ χ)(·, 0) = u0 + χ0 in Ω

(a(x)∇u + χH(x)) · ν = 0 on Σ1

(a(x)∇u + χH(x)) · ν ≤ 0 on Σ4

,

where, for a.e. x ∈ Ω, a(x) = (aij(x))ij is an n× n matrix satisfying for two
positive constants λ,Λ

∀ξ ∈ R
n, a.e. x ∈ Ω : λ|ξ|2 ≤ a(x)ξ · ξ,(1.6)

∀ξ ∈ R
n, a.e. x ∈ Ω : |a(x).ξ| ≤ Λ|ξ|(1.7)

and H : Ω −→ R
n is a vector function satisfying for a positive constant H

|H(x)| ≤ H a.e.x ∈ Ω,(1.8)

div(H(x)) ∈ L2(Ω).(1.9)

Finally, u0 and χ0 are functions of the variable x such that we have for a
positive constant U0,

0 ≤ χ0(x) ≤ 1 a.e. x ∈ Ω,(1.10)

0 ≤ u0(x) ≤ U0 a.e. x ∈ Ω.(1.11)

To derive the weak formulation corresponding to (1.5), let us consider a regular
function ξ. Then,

∫

Q

[
(a(x)∇u + χH(x)) · ∇ξ − (αu + χ)ξt

]
dxdt −

∫

Σ2

(a(x)∇u + χH(x)) · νξdσ

+

∫

Ω

(αu + χ)(x, T )ξ(x, T )dx−
∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx = 0

and if we assume that ξ(·, T ) = 0 in Ω, ξ = 0 on Σ3, and ξ ≥ 0 on Σ4, we
obtain

∫

Q

[
(a(x)∇u+χH(x)) ·∇ξ− (αu+χ)ξt

]
dxdt ≤

∫

Ω

(αu0(x)+χ0(x))ξ(x, 0)dx.
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This leads us to the following weak formulation

(1.12)





Find (u, χ) ∈ L2(0, T ;H1(Ω))× L∞(Q) such that :

(i) u ≥ 0, 0 ≤ χ ≤ 1, u · (1− χ) = 0 a.e. in Q,

(ii) u = φ on Σ2,

(iii)

∫

Q

[(
a(x)∇u + χH(x)

)
· ∇ξ − (αu + χ)ξt

]
dx dt

≤
∫

Ω

(χ0(x) + αu0(x))ξ(x, 0) dx

∀ξ ∈ H1(Q), ξ = 0 on Σ3, ξ ≥ 0 on Σ4,

ξ(x, T ) = 0 for a.e. x ∈ Ω.

From a physical point of view, this class contains the evolutionary dam prob-
lem. Thus, if H(x) = a(x)e, then (1.12) is the weak formulation of the
evolutionary dam problem (see [21, 6, 20] for the evolutionary dam problem
with homogeneous coefficients).

This work studies an expanded form of a class of parabolic free boundary
problems including the evolutionary dam problem. Indeed, an existence result
for a weak formulation of the evolution dam problem (with homogeneous
coefficients) for an incompressible flow where a(x) = In and H(x) = Ine,
and a domain with general geometry was established in [21], which was then
extended in [6] to the compressible case. In [20] existence of a solution was
given by a different method, both for compressible and incompressible fluids.
For the problem with Neumann boundary condition we refer to [9, 18, 19, 26,
24]. For the problem with unified boundary condition and/or generalized
nonlinear Darcy’s law, we refer to [25] and [12] respectively for the stationary
and evolutionary cases.

In [7] and [32], uniqueness was obtained by using the method of doubling
variables respectively for a homogeneous porous medium with general geome-
try and for an incompressible fluid through a heterogeneous porous medium.
Moreover, uniqueness has been proved in [20] and [28] by a different method
for a rectangular dam wet at the bottom and dry near to the top, respectively,
in homogeneous and heterogeneous domains. It is also difficult to adapt these
methods to the general case.

In this paper, we establish an existence theorem of a solution for the class
of parabolic free boundary problems (1.12) with heterogeneous coefficients
a(x) and H(x), where a(x) = (aij(x))ij is an n× n matrix with variable co-
efficients satisfying (1.6)-(1.7) and H(x) is a vector function satisfying (1.8)-
(1.9). The method adopted in this study combines techniques from [21] and
[6] by using the assumptions (1.6)-(1.9). Indeed, we start with a regularized
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problem (2.1) and we employ the uniform ellipticity of a(x) and the bound-
edness of a(x) and H(x) for which we prove the comparison Lemma 2.1, and
consequently, the uniqueness and that the solutions of (2.1) are uniformly
bounded independently of ǫ. Thus, by applying the Tychonoff fixed point
theorem we get existence of a unique solution of (2.1), denoted uǫ. Also, the
hypotheses (1.6)-(1.9) leads to some a priori estimates as in Proposition 3.3,
Lemma 3.4 and Lemma 4.2. These a priori estimates and the boundedness
of uǫ will play important role in the proof of existence of a solution of our
problem (1.12) by passing to the limit in (2.1) (see Theorem 4.1), and for the
regularity result of the solutions (last section) including the regularity of u in
H1

loc(Q) (see Proposition 5.1) where (u, χ) is a solution of the problem (1.12)
obtained as the limit of the regularized problem (2.1).

2. A Regularized Problem

In order to establish the existence of a solution, we introduce the following
approximated problem

(2.1)





Find uǫ ∈ H1(Q) such that : uǫ = φ on Σ2∫

Q

[(
a(x)∇uǫ +Hǫ(uǫ)H(x)

)
· ∇ξ + ǫuǫtξt −Gǫ(uǫ)ξt

]
dx dt

+

∫

Ω

Gǫ(uǫ(x, T ))ξ(x, T )dx =

∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx

∀ξ ∈ H1(Q), ξ = 0 on Σ2,

where

Hǫ(r) =





1 if r ≥ ǫ
r

ǫ
if 0 ≤ r ≤ ǫ

0 if r ≤ 0

and Gǫ(r) = αr +Hǫ(r), r ∈ R.

For first, we establish the following lemma

Lemma 2.1. Let v1, v2 ∈ H1(Q) such that v1 ≥ v2 on Σ2, δ > 0,

fδ(s) =
(s−δ)+

s χ{s>0}, and ξδ = fδ(v2 − v1). Assume that we have for any
δ > 0,

(2.2)

∫

Q

[(
a(x)∇(v2 − v1) + (Hǫ(v2)−Hǫ(v1))H(x)

)
· ∇ξδ

+ ǫ(v2 − v1)tξδt − (Gǫ(v2)−Gǫ(v1))ξδt

]
dxdt

+

∫

Ω

(Gǫ(v2(x, T ))−Gǫ(v1(x, T )))ξδt(x, T )dx ≤ 0.

Then we have

(2.3) v2 ≤ v1 a.e. in Q.
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Proof. Since fδ is Lipschitz continuous, we have ξδ ∈ H1(Q) and we
have for z = x1, . . . , xn, t

(2.4)
∂ξδ
∂z

= f ′
δ(v2 − v1)

∂(v2 − v1)

∂z
=

δ

(v2 − v1)2
∂(v2 − v1)

∂z
χ{v2−v1>δ}.

From (2.2) and (2.4), we have

(2.5)

δ

∫

{v2−v1>δ}

[(
a(x)∇(v2 − v1) + (Hǫ(v2)−Hǫ(v1))H(x)

)
.
∇(v2 − v1)

(v2 − v1)2

+ ǫ
∣∣∣
(v2 − v1)t
v2 − v1

∣∣∣
2

− (Gǫ(v2)−Gǫ(v1))
(v2 − v1)t
(v2 − v1)2

]
dxdt+

+

∫

Ω

(Gǫ(v2(x, T ))−Gǫ(v1(x, T )))
(v2(x, T )− v1(x, T )− δ)+

v2(x, T )− v1(x, T )
dx ≤ 0.

Since Gǫ is nondecreasing, the last integral in the inequality (2.5) is nonneg-
ative. Hence by (1.6), (1.8) and the Lipschitz continuity of Hǫ, we get from
(2.5)

∫

{v2−v1>δ}

λ
∣∣∣
∇(v2 − v1)

v2 − v1

∣∣∣
2

+ ǫ
∣∣∣
(v2 − v1)t
v2 − v1

∣∣∣
2

dxdt

≤
∫

{v2−v1>δ}

H

ǫ
.
∣∣∣
∇(v2 − v1)

v2 − v1

∣∣∣+
(
α+

1

ǫ

)∣∣∣
(v2 − v1)t
v2 − v1

∣∣∣dxdt

which leads by Young’s inequality for some positive constant C independent
of δ to ∫

{v2−v1>δ}

∣∣∣
∇(v2 − v1)

v2 − v1

∣∣∣
2

+
∣∣∣
(v2 − v1)t
v2 − v1

∣∣∣
2

dxdt ≤ C,

which in turn can be written as

(2.6)

∫

Q

∣∣∣∇ ln
(
1 +

(v2 − v1 − δ)+

δ

)∣∣∣
2

+
∣∣∣
∂

∂t
ln
(
1 +

(v2 − v1 − δ)+

δ

)∣∣∣
2

dxdt ≤ C.

By the Poincaré inequality, we obtain from (2.6) for another constant C′

independent of δ,

(2.7)

∫

Q

∣∣∣ ln
(
1 +

(v2 − v1 − δ)+

δ

)∣∣∣
2

dxdt ≤ C′.

Letting δ → 0 in (2.7), we obtain (2.3).

A first consequence of Lemma 2.1 is the uniqueness of the solution of
(2.1).

Proposition 2.2. There is at most one solution to problem (2.1).
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Proof. Let us denote by uǫ1 and uǫ2 two solutions of (2.1). If we use
fδ(uǫ2 − uǫ1) as a test function for both solutions and subtract one equation
from another, we see that (2.2) is satisfied with equality. It follows from
Lemma 2.1 that uǫ2 ≤ uǫ1 a.e. in Q. Similarly, we obtain uǫ1 ≤ uǫ2 a.e. in
Q. Therefore we have uǫ1 = uǫ2 a.e. in Q.

A second consequence of Lemma 2.1 is that any solution of (2.1) is uni-
formly bounded independently of ǫ.

Proposition 2.3. Let uǫ be a solution of (2.1). Then we have for some
positive constant M independently of ǫ

(2.8) 0 ≤ uǫ ≤M a.e. in Q.

Proof. i) uǫ ≥ 0 a.e. in Q : We denote by (·)− the negative part of a

function. Since ξǫ = (uǫ)
− is a test function for (2.1), we obtain

(2.9)

∫

Q

[(
a(x)∇uǫ +Hǫ(uǫ)H(x)

)
· ∇ξǫ + ǫuǫtξǫt −Gǫ(uǫ)ξǫt

]
dx dt

+

∫

Ω

Gǫ(uǫ(x, T ))ξǫ(x, T )dx =

∫

Ω

(αu0(x) + χ0(x))ξǫ(x, 0)dx.

We have

(2.10)

∫

Q

a(x)∇uǫ · ∇ξǫdxdt = −
∫

{uǫ≤0}

a(x)∇uǫ · ∇uǫdx

and

(2.11)

∫

Q

ǫuǫtξǫtdxdt = −
∫

{uǫ≤0}

ǫu2ǫtdxdt.

Next, since Hǫ(r) = 0 if r ≤ 0,

(2.12)

∫

Q

Hǫ(uǫ)H(x) · ∇ξǫdxdt = 0.

Moreover, integrating on t and using the fact that H ′
ǫ(r) = 0 if r < 0, we get

(2.13)

−
∫

Q

Gǫ(uǫ)ξǫtdxdt +

∫

Ω

Gǫ(uǫ(x, T ))ξǫ(x, T )dx

= −
∫

{uǫ(·,0)≤0}

αu2ǫ(x, 0)dx +

∫

Q

αuǫtξǫdxdt.

But∫

Q

αuǫtξǫdxdt =

∫

Ω

αuǫ(x, T )ξǫ(x, T )dx

−
∫

Ω

αuǫ(x, 0)ξǫ(x, 0)dx−
∫

Q

αuǫξǫtdxdt

= −
∫

{uǫ(·,T )≤0}

αu2(x, T )dx+

∫

{uǫ(·,0)≤0}

αu2(x, 0)dx −
∫

{uǫ≤0}

αuǫtuǫdxdt
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from which we deduce

∫

Q

αuǫtξǫdxdt = −α
2

{∫

{uǫ(·,T )≤0}

u2(x, T )dx−
∫

{uǫ(·,0)≤0}

u2(x, 0)dx
}
.

Then by (2.13), we get

(2.14)

−
∫

Q

Gǫ(uǫ)ξǫtdxdt+

∫

Ω

Gǫ(uǫ(x, T ))ξǫ(x, T )dx

= −α
2

{∫

{uǫ(·,T )≤0}

u2(x, T )dx+

∫

{uǫ(·,0)≤0}

u2(x, 0)dx
}
.

Using (2.10)-(2.12), (2.14) and the fact that αu0 + χ0 ≥ 0, ξǫ(·, 0) ≥ 0 a.e.
in Ω, we obtain from (2.9)

∫

{uǫ≤0}

a(x)∇uǫ · ∇uǫ + ǫ|uǫt|2dxdt ≤ 0.

Hence (1.6) leads to

min(λ, ǫ)

∫

{uǫ≤0}

|∇uǫ|2 + |uǫt|2dxdt ≤ 0.

Then we deduce that uǫ ≥ 0 a.e. in Q.
ii) uǫ ≤M a.e. in Q : Let v be the unique solution of the following prob-

lem





v ∈ H1(Ω) such that:

v = 1 on Γ2,∫

Ω

(a(x)∇v +H(x)) · ∇ξdx = 0,

∀ξ ∈ H1(Ω), ξ = 0 on Γ2.

Applying Theorem 3 of [15] to ±v, we obtain for two constants M1 and M2

depending on the data that

M1 ≤ v ≤M2 a.e. in Ω.

Setting w = v −M1 + max(|φ|L∞(Q), |u0|L∞(Ω), 1), we see that w ≥ 1 a.e.
in Ω, and consequently ∀ǫ ∈ (0, 1], Hǫ(w) = 1 a.e. in Ω. Moreover we have
w ≥ |φ|L∞(Q) ≥ uǫ on Γ2. It follows that for each δ > 0, the function
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ξδ = fδ(uǫ − w) vanishes on Σ2. We deduce that

(2.15)

∫

Q

[
(a(x)∇w +Hǫ(w)H(x)) · ∇ξδ + ǫwtξδt −Gǫ(w)ξδ t

]
dxdt

+

∫

Ω

Gǫ(w)ξδ(x, T )dx

=

∫

Q

[
(a(x)∇w +H(x)) · ∇ξδ − (αw + 1)ξ

δt

]
dxdt

+

∫

Ω

(αw + 1)ξδ(x, T )dx

=

∫

Q

−(αw + 1)ξ
δtdxdt+

∫

Ω

(αw + 1)ξδ(x, T )dx

=

∫

Ω

(αw + 1)ξδ(x, 0)dx.

Moreover, since ξδ is a test function for (2.1) we have

(2.16)

∫

Q

[
(a(x)∇uǫ +Hǫ(uǫ)H(x)) · ∇ξδ + ǫuǫtξδt −Gǫ(uǫ)ξδt

]
dxdt

+

∫

Ω

Gǫ(uǫ(x, T ))ξδ(x, T )dx =

∫

Ω

(αu0(x) + χ0(x))ξδ(x, 0)dx.

Subtracting (2.15) from and (2.16), we get

∫

Q

[(
a(x)∇(uǫ − w) + (Hǫ(uǫ)−Hǫ(w))H(x)

)
· ∇ξδ + ǫ(uǫ − w)tξδt

− (Gǫ(uǫ)−Gǫ(w))ξδt

]
dxdt+

∫

Ω

(Gǫ(uǫ(x, T ))−Gǫ(w))ξδ(x, T )dx

=

∫

Ω

(α(u0(x)− w) + (χ0(x) − 1))ξδ(x, 0)dx ≤ 0

since w ≥ |u0|L∞(Ω), 0 ≤ χ0 ≤ 1 and ξδ(·, 0) ≥ 0 a.e. in Ω. Using Lemma 2.1,
we obtain uǫ ≤ w a.e. in Q. In particular, we have uǫ ≤ |w|L∞(Ω) = M a.e.
in Q.

Remark 2.4. Let us define a truncation function of Gǫ as follows

Gǫ(r) =





Gǫ(M) if r ≥M,
Gǫ(r) if 0 ≤ r ≤M,
0 if r ≤ 0.
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It is easy to see that if uǫ is a solution of (2.1), then it also satisfies

(2.17)

∫

Q

[(
a(x)∇uǫ +Hǫ(uǫ)H(x)

)
· ∇ξ + ǫuǫtξt −Gǫ(uǫ)ξt

]
dx dt

+

∫

Ω

Gǫ(uǫ(x, T ))ξ(x, T )dx =

∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx

∀ξ ∈ H1(Q), ξ = 0 on Σ2.

Conversely, if there exists a function vǫ ∈ H1(Q) such that vǫ = φ on Σ2 and
satisfies (2.17), then by arguing as in the proof of Proposition 2.2, we obtain
0 ≤ vǫ ≤M, with the same positive constant M in Proposition 2.2. Hence vǫ
is a solution of (2.1), and by uniqueness we have vǫ = uǫ.

Now, we shall deal with the question of existence of a solution to (Pǫ).

Theorem 2.5. The problem (2.1) has a solution.

Proof. We observe that if we take into account Remark 2.4, then it is
enough to prove the existence of a function uǫ ∈ H1(Q) such that uǫ = φ on
Σ2 and satisfies (2.17). We will give the proof in three steps

Step 1: We define

W = {v ∈ H1(Q) / v = 0 on Σ2}, K = {v ∈ H1(Q)/v = φ on Σ2},
and the mapping

A : H1(Q)×H1(Q) −→ R,

(u, v) 7−→ A(u, v) =

∫

Q

(a(x)∇u · ∇v + ǫutvt)dxdt.

Note that K is a nonempty closed convex subset of H1(Q). It is obvious
from (1.7) that A is a bilinear continuous form on H1(Q). Thus, let us define
B : K → (H1(Q))′ such that 〈Bu, v〉 = A(u, v) for all v ∈ H1(Q). Using (1.6)
and the Poincaré inequality, we obtain for a positive constant C > 0

〈Bu−Bv, u − v〉 ≥ C|u− v|21,2 > 0 ∀u, v ∈ K, u 6= v,

which implies that B is strictly monotone and coercive on K in the sense that
there exists v0 = φ ∈ K such that

〈Bu−Bφ, u − φ〉
|u− φ|1,2

→ +∞ when u ∈ K, |u|1,2 → +∞.

Now for v ∈ H1(Q), we consider the mapping

fv : H1(Q) −→ R

ξ 7−→
∫

Q

Gǫ(v)ξt −Hǫ(v)H(x) · ∇ξdxdt

+

∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx −
∫

Ω

Gǫ(v(x, T ))ξ(x, T )dx.
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It is clear that fv is a linear form on H1(Q). Moreover, using (1.8), the
continuity of the trace operator H1(Q) → H1/2(Ω), and the fact that Hǫ,
Gǫ, u0 and χ0 are bounded, it is not difficult to see that fv is continuous on
H1(Q). We conclude from [16, Theorem 1.10] that for each v ∈ H1(Q), there
exists a unique uǫ ∈ K solution of the variational inequality

〈Buǫ, w − uǫ〉 ≥ 〈fv, w − uǫ〉 ∀w ∈ K.

If we choose in the above inequality w = uǫ ± ξ with ξ ∈ W , then we get

(2.18) A(uǫ, ξ) = 〈fv, ξ〉 ∀ξ ∈W.

Step 2: We consider the mapping Fǫ defined by

Fǫ : H
1(Q) −→ K, v 7−→ uǫ.

If we denote by B(0, R) the closed ball in H1(Q) of center 0 and radius R,
then we have the following statement.

Lemma 2.6. There exists Rǫ > 0 such that

i) ∃Rǫ > 0 : Fǫ(B(0, Rǫ)) ⊂ B(0, Rǫ),
ii) Fǫ : B(0, Rǫ) −→ B(0, Rǫ) is weakly continuous.

Proof. i) Since uǫ − φ is a suitable test function for (2.1), we have
∫

Q

[(
a(x)∇uǫ +Hǫ(v)H(x)

)
· ∇(uǫ − φ)

+ ǫuǫt(uǫ − φ)t −Gǫ(v)(uǫ − φ)t
]
dx dt+

∫

Ω

Gǫ(v(x, T ))(uǫ − φ)(x, T )dx

=

∫

Ω

(αu0(x) + χ0(x))(uǫ − φ)(x, 0)dx,

which can be written as

(2.19)

∫

Q

a(x)∇uǫ · ∇uǫ + ǫu2ǫtdxdt =

∫

Q

a(x)∇uǫ · ∇φdxdt

−
∫

Q

Hǫ(v)H(x).∇uǫdxdt+
∫

Q

Hǫ(v)H(x).∇φdxdt

+

∫

Q

ǫuǫtφtdxdt+

∫

Q

Gǫ(v)uǫtdxdt−
∫

Q

Gǫ(v)φtdxdt

−
∫

Ω

Gǫ(v(x, T ))(uǫ − φ)(x, T )dx

+

∫

Ω

(αu0(x) + χ0(x))(uǫ − φ)(x, 0)dx.

Using (1.6)-(1.8), (1.10)-(1.11), Hölder’s inequality, the fact that uǫ, Hǫ(v)
and Gǫ(v) are bounded, and that φ ∈ C0,1(Q), and the continuity of the trace
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operator, we obtain from (2.19) the following estimate

|uǫ|21,2 ≤ c1(ǫ)|uǫ|1,2 + c2(ǫ),

which implies that we have for some positive constant Rǫ depending on ǫ

|uǫ|1,2 ≤ Rǫ or |Fǫ(v)|1,2 ≤ Rǫ.

Hence we have proved that Fǫ(B(0, R(ǫ))) ⊂ B(0, R(ǫ)).
ii) Let (vi)i∈I be a generalized sequence in C = B(0, R(ǫ)) weakly con-

verging to v in C for the weak topology of H1(Q). Set uiǫ = Fǫ(vi) and
uǫ = Fǫ(v), and let us prove that (uiǫ)i∈I converges to uǫ weakly in C. Since C
is compact with respect to the weak topology, it is enough to show that (uiǫ)i∈I

has uǫ as unique limit point for that topology. So let u be a weak limit point
for (uiǫ)i∈I in C. Using the following compact imbeddings H1(Q) →֒ L2(Q)
and H1/2(Ω×{T }) →֒ L2(Ω×{T }), one can construct two sequences (vik )k∈N

and (uikǫ )k∈N such that

vikǫ → v strongly in L2(Q),(2.20)

vikǫ (·, T ) → v(·, T ) strongly in L2(Ω× {T }),(2.21)

uikǫ ⇀ u weakly in H1(Q).(2.22)

Writing (2.18) for uikǫ and uǫ with ξ = uikǫ − uǫ and subtracting the two
inequalities from each other, we obtain

(2.23)

∫

Q

a(x)∇(uikǫ − uǫ) · ∇(uikǫ − uǫ) + ǫ(uikǫ − uǫ)
2
tdxdt

=

∫

Q

(Gǫ(vik)−Gǫ(v))(u
ik
ǫ − uǫ)tdxdt

−
∫

Q

(Hǫ(vik )−Hǫ(v))H(x).∇(uikǫ − uǫ)dxdt

−
∫

Ω

(Gǫ(vik(x, T ))−Gǫ(v(x, T )))(u
ik
ǫ − uǫ)(x, T )dx.

Using the Lipschitz continuity of Gǫ and Hǫ, (1.8), Hölder’s inequality, and
Lemma 2.6 i), and the imbeddings H1(Q) →֒ L2(Q), we obtain

(2.24)

∣∣∣
∫

Q

(Gǫ(vik )−Gǫ(v))(u
ik
ǫ − uǫ)tdxdt

∣∣∣

≤
(
α+

1

ǫ

)
|vik − v|2|uikǫ − uǫ|1,2 ≤ 2Rǫ

(
α+

1

ǫ

)
|vik − v|1,2,

(2.25)

∣∣∣
∫

Q

(Hǫ(vik)−Hǫ(v))H(x) · ∇(uikǫ − uǫ)dxdt
∣∣∣

≤ 1

ǫ
H |vik − v|2.|uikǫ − uǫ|1,2 ≤ 2Rǫ

ǫ
H |vik − v|2.
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Similarly we get by the Lipschitz continuity of Gǫ, Hölder’s inequality, and
the continuity of the trace operator

(2.26)

∣∣∣
∫

Ω

(Gǫ(vik (x, T ))−Gǫ(v(x, T )))(u
ik
ǫ − uǫ)(x, T )dx

∣∣∣

≤
(
α+

1

ǫ

)
|(vik − v)(x, T )|2,Ω|(uikǫ − uǫ)(x, T )|2,Ω

≤ cRǫ

(
α+

1

ǫ

)
|(vik − v)(x, T )|2,Ω.

Using (2.24)-(2.26) and (1.6), we deduce from (2.23)

(2.27) |uikǫ − uǫ|1,2 ≤ cǫ
(
|vik − v|2 + |(vik − v)(x, T )|2,Ω

)1/2
.

Combining (2.20)-(2.21) and (2.27), we get

uikǫ → uǫ strongly in H1(Q).

Taking into account (2.22), we obtain uǫ = u and therefore uǫ is the unique
weak limit point of (uiǫ)i∈I in C. Thus we have

uiǫ = Fǫ(v
i)⇀ uǫ = Fǫ(v) weakly in C,

and the weak continuity of Fǫ holds.

Step 3: At this point, we can apply the Tychonoff fixed point theorem [30] to
conclude that Fǫ has a fixed point, which thanks to Remark 2.4 is a solution
of problem (2.1).

3. Regularity of the approximated solution

Proposition 3.1. Assume that Γ2 is of class C1,1, φ ∈ H2(Q) and aij ∈
C1,1(Ω ∪ Γ2). Then we have uǫ ∈ H2

loc(Q ∪Σ2).

Proof. Let ξ ∈ D(Q). Using ±ξ as test functions for (2.1), we obtain

(3.1) div(a(x)∇uǫ +Hǫ(uǫ)H(x)) + ǫuǫtt −Gǫ(uǫ)t = 0 in D′(Q).

We conclude from (3.1) and the fact that uǫ = φ on Σ2 [22, Lemma 9.16 p.
241].

Remark 3.2. If we use ξ = ϕψ, where ϕ ∈ D(Ω), ψ ∈ C1(0, T ], and
ψ(T ) = 1, as test functions for (2.1) and take into account (3.1), we obtain

(3.2) uǫt(x, T ) = 0 a.e. x ∈ Ω.

Proposition 3.3. Assume that a(x) is symmetric with aij ∈ C1,1(Ω). Let
Ω′ ⊂⊂ Ω be a nonempty open subset of Ω and δ ∈ (0, T ). Then there exists
ǫ0 > 0 small enough such that we have for some positive constant C(Ω′, δ)

(3.3) ∀ǫ ∈ (0, ǫ0) :

∫

Ω′×(δ,T )

|uǫt|2dxdt ≤ C(Ω′, δ).
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We shall need the following lemma which will be useful for the existence proof
of the solution.

Lemma 3.4. There exists ǫ0 > 0 small enough such that for any ǫ ∈ (0, ǫ0),
we have

(3.4)

∫

Q

(λ|∇uǫ|2 + ǫ|uǫt|2)dxdt ≤ C,

where C is a constant independent of ǫ.

Proof. Using uǫ − φ as a test function for (2.1), we get
∫

Q

[(
a(x)∇uǫ +Hǫ(uǫ)H(x)

)
· ∇(uǫ − φ)

+ ǫuǫt(uǫ − φ)t −Gǫ(uǫ)(uǫ − φ)t
]
dx dt

+

∫

Ω

Gǫ(uǫ(x, T ))(uǫ − φ)(x, T )dx

=

∫

Ω

(αu0(x) + χ0(x))(uǫ − φ)(x, 0)dx

from which we deduce that

(3.5)

∫

Q

a(x)∇uǫ · ∇uǫ + ǫ|uǫt|2dxdt =
∫

Q

a(x)∇uǫ · ∇φdxdt

+

∫

Q

ǫuǫtφtdxdt −
∫

Q

Hǫ(uǫ)H(x).∇uǫdxdt

+

∫

Q

Gǫ(uǫ)uǫtdxdt+

∫

Q

Hǫ(uǫ)H(x).∇φdxdt

+

∫

Q

Gǫ(uǫ)φtdxdt−
∫

Ω

Gǫ(uǫ(x, T ))(uǫ − φ)(x, T )dx

+

∫

Ω

(αu0(x) + χ0(x))(uǫ − φ)(x, 0)dx.

Using (1.7), (1.8), and the fact that Hǫ is bounded, we obtain

(3.6)
∣∣∣
∫

Q

a(x)∇uǫ · ∇φdxdt
∣∣∣ ≤ Λ

(∫

Q

|∇uǫ|2dxdt
)1/2(∫

Q

|∇φ|2dxdt
)1/2

,

∣∣∣
∫

Q

ǫuǫtφtdxdt
∣∣∣ ≤ ǫ

1/2
0

( ∫

Q

ǫ|uǫt|2dxdt
)1/2

.
( ∫

Q

|φt|2dxdt
)1/2

,(3.7)

∣∣∣
∫

Q

Hǫ(uǫ)H(x).∇uǫdxdt
∣∣∣ ≤ H |Q|1/2

( ∫

Q

|∇uǫ|2dxdt
)1/2

.(3.8)



464 M. BOUSSELSAL, A. LYAGHFOURI AND E. ZAOUCHE

Setting F̃ (r) =

∫ r

0

F (s)ds for any real function F of the real variable, inte-

grating by parts, and using the fact that uǫ is bounded, we get

(3.9)

∫

Q

Gǫ(uǫ)uǫtdxdt =

∫

Q

∂

∂t
G̃ǫ(uǫ)dxdt

=

∫

Ω

G̃ǫ(uǫ(x, T ))dx −
∫

Ω

G̃ǫ(uǫ(x, 0))dx

≤
∫

Ω

uǫ(x, T )(αuǫ(x, T ) + 1)dx ≤ |Ω|M(αM + 1) =: c.

Using (3.5)-(3.9), (1.10)-(1.11), the fact that Hǫ and uǫ are bounded, and
φ ∈ C0,1(Q), we obtain for some positive constant c1,

∫

Q

λ|∇uǫ|2 + ǫ|uǫt|2dxdt ≤ c1

{
1 +

(∫

Q

λ|∇uǫ|2
)1/2

+
(∫

Q

ǫ|uǫt|2
)1/2}

,

which leads to 0 ≤ Uǫ ≤ C(1 + U
1/2
ǫ ), where Uǫ =

∫

Q

λ|∇uǫ|2 + ǫ|uǫt|2dxdt.

Hence (3.4) holds.

Proof of Proposition 3.3. Let Ω′ be as in the proposition. Let δ > 0
and ξ = ϕψ where ϕ ∈ D(Ω) and ψ ∈ C1

0 (0, T ] such that ϕ = 1 in Ω′, ψ = 1
in (δ, T ]. Multiplying (3.1) by uǫtξ

2 and integrating over Q, we get

(3.10)

α

∫

Q

u2ǫtξ
2dxdt =

∫

Q

div(a(x)∇uǫ)uǫtξ2dxdt

+

∫

Q

H ′
ǫ(uǫ)∇uǫ.H(x)uǫtξ

2dxdt+

∫

Q

Hǫ(uǫ) div(H(x))uǫtξ
2dxdt

−
∫

Q

H ′
ǫ(uǫ)u

2
ǫtξ

2dxdt+

∫

Q

ǫuǫttuǫtξ
2dxdt.

Using the symmetry of a(x) and integrating by parts, we get

(3.11)

∫

Q

div(a(x)∇uǫ).uǫtξ2dxdt = −
∫

Q

a(x)∇uǫ · ∇(uǫtξ
2)dxdt

= −1

2

∫

Q

(a(x)∇uǫ · ∇uǫ)tξ2dxdt− 2

∫

Q

a(x)∇uǫ · ∇ξ uǫtξdxdt

=

∫

Q

a(x)∇uǫ · ∇uǫ ξξtdxdt− 2

∫

Q

a(x)∇uǫ · ∇ξ uǫtξdxdt

− 1

2

∫

Ω

a(x)∇uǫ(x, T ) · ∇uǫ(x, T )ξ2(x, T )dx.

Moreover we have by taking into account (3.2),

(3.12)

∫

Q

ǫuǫttuǫtξ
2dxdt =

1

2

∫

Q

ǫ(u 2
ǫt)tξ

2dxdt = −
∫

Q

ǫu 2
ǫtξξtdxdt.
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Using (3.11)-(3.12) and (1.6), we deduce from (3.10) that

(3.13)

α

∫

Q

u2ǫtξ
2dxdt ≤

∫

Q

a(x)∇uǫ · ∇uǫ ξξtdxdt

− 2

∫

Q

a(x)∇uǫ · ∇ξ uǫtξdxdt −
∫

Q

ǫu 2
ǫtξξtdxdt

+

∫

Q

H ′
ǫ(uǫ)ξ

2(∇uǫ.H(x)uǫt − u2ǫt)dxdt

+

∫

Q

Hǫ(uǫ) div(H(x))uǫtξ
2dxdt.

Next we will prove that

(3.14)

∫

Q

H ′
ǫ(uǫ)ξ

2(∇uǫ.H(x)uǫt − u2ǫt)dxdt ≤ c(ξ).

Multiplying (3.1) by vǫξ
2 with vǫ = min(uǫ, ǫ) and integrating over Q, we get

(3.15)

∫

Q

ξ2a(x)∇uǫ · ∇vǫdxdt = −2

∫

Q

vǫξa(x)∇uǫ · ∇ξdxdt

−
∫

Q

ξ2Hǫ(uǫ)H(x) · ∇vǫdxdt− 2

∫

Q

ξvǫHǫ(uǫ)H(x) · ∇ξdxdt

−
∫

Q

ǫuǫtvǫtξ
2dxdt − 2

∫

Q

ǫuǫtvǫξξtdxdt

+

∫

Q

Gǫ(uǫ)vǫtξ
2dxdt+ 2

∫

Q

Gǫ(uǫ)vǫξξtdxdt

−
∫

Ω

Gǫ(uǫ(x, T ))vǫ(x, T )ξ
2(x, T )dx.

We have

(3.16) −
∫

Q

ǫuǫtvǫtξ
2dxdt = −

∫

{uǫ<ǫ}

ǫu2ǫtξ
2dxdt ≤ 0,

(3.17)

∫

Q

Gǫ(uǫ)vǫtξ
2dxdt

=

∫

Q

Gǫ(vǫ)vǫtξ
2dxdt =

∫

Q

ξ2
∂

∂t
G̃ǫ(vǫ)dxdt

= −2

∫

Q

ξξtG̃ǫ(vǫ)dxdt+

∫

Ω

ξ2(x, T )G̃ǫ(vǫ(x, T ))dx

≤ 2

∫

Q

|ξξt|vǫGǫ(vǫ)dxdt +

∫

Ω

ξ2(x, T )vǫ(x, T )Gǫ(vǫ(x, T ))dx.
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Moreover

(3.18)

−
∫

Q

ξ2Hǫ(uǫ)H(x) · ∇vǫdxdt

= −
∫

Q

ξ2Hǫ(vǫ)H(x) · ∇vǫdxdt

= −
∫

Q

ξ2H(x) · ∇(H̃ǫ(vǫ))dxdt

=

∫

Q

H̃ǫ(vǫ) div(ξ
2H(x))dxdt

≤
∫

Q

vǫHǫ(vǫ)| div(ξ2H(x))|dxdt.

Using (1.7)-(1.9), (3.4), (3.16)-(3.18) and the fact that Hǫ, Gǫ are bounded,
we deduce from (3.15) for a constant c1(ξ) independent of ǫ and for any
ǫ ∈ (0, ǫ0)

(3.19)

∫

Q

ξ2a(x)∇uǫ · ∇vǫdxdt ≤ ǫc1(ξ).

Now, using (1.6) and (1.8), the fact that H ′
ǫ(uǫ) ≥ 0 and Young’s inequality,

we obtain

(3.20)

∫

Q

H ′
ǫ(uǫ)∇uǫ.H(x)uǫtξ

2dxdt−
∫

Q

H ′
ǫ(uǫ)u

2
ǫtξ

2dxdt

≤ 1

2

∫

Q

H ′
ǫ(uǫ)ξ

2|∇uǫ ·H(x)|2dxdt+ 1

2

∫

Q

H ′
ǫ(uǫ)ξ

2u2ǫtdxdt

−
∫

Q

H ′
ǫ(uǫ)ξ

2u2ǫtdxdt

=
1

2

∫

Q

H ′
ǫ(uǫ)ξ

2|∇uǫ.H(x)|2dxdt− 1

2

∫

Q

H ′
ǫ(uǫ)ξ

2u2ǫtdxdt

≤
∫

Q

H ′
ǫ(uǫ)ξ

2|∇uǫ.H(x)|2dxdt ≤ H
2
∫

Q

H ′
ǫ(uǫ)ξ

2|∇uǫ|2dxdt

≤ H
2

λ

∫

Q

H ′
ǫ(uǫ)ξ

2a(x)∇uǫ · ∇uǫdxdt

≤ H
2

λǫ

∫

Q

ξ2a(x)∇uǫ · ∇vǫdxdt.

Combining (3.19) and (3.20), we get (3.14).
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Now, using (1.7), (3.4) and (3.14), we get from (3.13)

(3.21)

α

∫

Q

u2ǫtξ
2dxdt ≤ Λ|ξ|∞|ξt|∞

∫

Q

|∇uǫ|2dxdt

+ 2Λ|∇ξ|∞
∫

Q

|∇uǫ|.|uǫt|ξdxdt

+ |ξ|∞|ξt|∞
∫

Q

ǫu2ǫtdxdt+ c(ξ) +

∫

Q

ξ| div(H(x))|.|uǫt|ξdxdt

≤ 2Λ|∇ξ|∞
∫

Q

|∇uǫ|.|uǫt|ξdxdt +
∫

Q

ξ| div(H(x))|.|uǫt|ξdxdt

+ |ξ|∞|ξt|∞C
(Λ
λ
+ 1

)
+ c(ξ).

Applying Young’s inequality and taking into account (1.9) and (3.4), we obtain
from (3.21)

α

∫

Q

u2ǫtξ
2dxdt ≤ α

4

∫

Q

u2ǫtξ
2dxdt+ 2

Λ2

α
|∇ξ|2∞

∫

Q

|∇uǫ|2.ξ2dxdt

+
α

4

∫

Q

u2ǫtξ
2dxdt+

1

α

∫

Q

ξ2| div(H(x))|2dxdt+ |ξ|∞|ξt|∞C
(Λ
λ
+ 1

)
+ c(ξ)

which leads to∫

Q

u2ǫtξ
2dxdt ≤ 4

Λ2C

λα2
|∇ξ|2∞|ξ|2∞ +

2

α2
|ξ|2∞

∫

Q

| div(H(x))|2dxdt

+|ξ|∞|ξt|∞
2C

α

(Λ
λ
+ 1

)
+

2c(ξ)

α
=: C(ξ).

Since ξ = 1 in Ω′ × (δ, T ), the estimate (3.3) holds from the last inequality.

4. Existence of a solution

Theorem 4.1. Assume that φ is a nonnegative Lipschitz continuous func-
tion, that (1.6)-(1.11) hold. Then there exists a solution (u, χ) to problem
(1.12).

The proof will consist in passing to the limit, when ǫ goes to 0, in (2.1).
To do that we shall need a few preliminary lemmas.

Lemma 4.2. Let uǫ be the solution of (2.1). Then we have

(4.1)

∫

Q

[(
a(x)∇uǫ +Hǫ(uǫ)H(x)

)
· ∇ξ + ǫuǫtξt −Gǫ(uǫ)ξt

]
dx dt

≤
∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx

∀ξ ∈ H1(Q), ξ = 0 on Σ3, ξ ≥ 0 on Σ4, ξ(x, T ) = 0 a.e. x ∈ Ω.
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Proof. Let ξ ∈ H1(Q), ξ = 0 on Σ3, ξ ≥ 0 on Σ4, ξ(x, T ) = 0 a.e.
x ∈ Ω. Using for δ > 0, min

(
uǫ

δ , ξ
)
as a test function for (2.1) and taking into

account the fact that αu0(x) + χ0(x) ≥ 0 a.e. x ∈ Ω, and (1.6), we obtain
(4.2)∫

{uǫ≥δξ}

a(x)∇uǫ · ∇ξ + εuǫtξtdxdt

+

∫

Q

[
Hǫ(uǫ)H(x) · ∇

(
min(

uǫ
δ
, ξ)

)
−Gǫ(uǫ)

(
min(

uǫ
δ
, ξ)

)

t

]
dxdt

≤
∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx.

Arguing as in [26], we can verify that

(4.3)

lim
δ→0

∫

{uǫ≥δξ}

a(x)∇uǫ · ∇ξ + εuǫtξtdxdt

=

∫

Q

a(x)∇uǫ · ∇ξ + εuǫtξtdxdt,

(4.4) lim
δ→0

∫

Q

Hǫ(uǫ)H(x) · ∇min
(uǫ
δ
, ξ
)
dxdt =

∫

Q

Hǫ(uǫ)H(x) · ∇ξdxdt,

(4.5) lim
δ→0

∫

Q

Gǫ(uǫ)min
(uǫ
δ
, ξ
)
t
dxdt =

∫

Q

Gǫ(uǫ)ξtdxdt.

Letting δ → 0 in (4.2) and using (4.3)-(4.5), we obtain (4.1).

Lemma 4.3. There exists a subsequence ǫk and u ∈ L2(0, T ;H1(Ω)), χ ∈
L2(Q) such that

uǫk ⇀ u weakly in L2(0, T ;H1(Ω)),(4.6)

Hǫk(uǫk)⇀ χ weakly in L2(Q).(4.7)

Moreover, we have

u = φ on Σ2, u ≥ 0 a.e. in Q,(4.8)

0 ≤ χ ≤ 1 a.e. in Q,(4.9)

u · (1− χ) = 0 a.e. in Q.(4.10)

Proof. First, (4.6)-(4.7) hold since Hǫ(uǫ) is uniformly bounded in Q
and uǫ is bounded independently of ǫ in L2(0, T ;H1(Ω)) by (2.8) and (3.4).
Next, the set

K1 = {v ∈ L2(0, T ;H1(Ω))/ v ≥ 0 a.e. in Q, v = φ on Σ2}
is weakly closed in L2(0, T ;H1(Ω)), since it is closed and convex. Since uǫk ∈
K1, u is also in this set. So (4.8) holds. In the same way, the set

K2 = {v ∈ L2(Q)/ 0 ≤ v ≤ 1 a.e. in Q}
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being closed and convex, it is weakly closed in L2(Q). Thus, since Hǫk(uǫk) ∈
K2, χ is in this set and (4.9) holds.

To prove (4.10), we need the following lemma.

Lemma 4.4.

(4.11) Gǫk(uǫk) −→ αu + χ strongly in L2(0, T ;V ′),

where V = {v ∈ H1(Ω) ; v = 0 on Γ2}.
Proof. Define

(4.12) wǫk = −ǫkuǫkt +Gǫk(uǫk).

Next, from (3.4), we have

(4.13) ǫkuǫkt −→ 0 strongly in L2(Q)

since ∫

Q

|ǫkuǫkt|2dxdt = ǫk

∫

Q

ǫk|uǫkt|2dxdt ≤ ǫkC.

Then from (4.6)-(4.7) and (4.12)-(4.13) we deduce that

(4.14) wǫk ⇀ αu + χ weakly in L2(0, T ;L2(Ω)).

We are going to prove that

(4.15) wǫk ⇀ αu + χ weakly in L2(0, T ;V ′).

If we choose ξ ∈ D(0, T ;V ) as a test function for (Pǫk), we have
∫

Q

(
a(x)∇uǫk +Hǫk(uǫk)H(x)

)
· ∇ξ + ǫuǫktξt −Gǫk(uǫk)ξtdxdt = 0,

which can be written as∫

Q

wǫkξtdxdt =

∫

Q

(
a(x)∇uǫk +Hǫk(uǫk)H(x)

)
· ∇ξdxdt

and which leads by (1.7)-(1.8), (3.4) and Cauchy-Schwarz inequality to

(4.16)

∣∣∣
∫

Q

wǫkξtdxdt
∣∣∣

≤ Λ
(( ∫

Q

|∇uǫk |2dxdt
)1/2

+H |Q|1/2
)
·
(∫

Q

|∇ξ|2dxdt
)1/2

≤ C|ξ|L2(0,T ;V ).

Since (4.16) holds for any ξ ∈ D(0, T ;V ), we have proved that

(4.17) |wǫkt|L2(0,T ;V ′) ≤ C,

i.e. that wǫkt is bounded in L2(0, T ;V ′). At this point, we introduce the
Banach vector space

Z = {v ∈ L2(0, T ;L2(Ω))/vt ∈ L2(0, T ;V ′)}



470 M. BOUSSELSAL, A. LYAGHFOURI AND E. ZAOUCHE

under the norm

|v|L2(0,T ;L2(Ω)) + |vt|L2(0,T ;V ′).

As explained in [26] the imbedding Z →֒ L2(0, T ;V ′) is compact. Since by
(2.8), (3.4) and (4.17), the sequence wǫk is bounded in Z, there exists a
subsequence still denoted by ǫk, such that by (4.15),

wǫk → αu+ χ strongly in L2(0, T ;V ′).

which leads by (4.12)-(4.13) to (4.11).

We now return to the proof of (4.10). We first observe that

0 ≤
∫

Q

uǫk(1−Hǫk(uǫk))dxdt =

∫

Q∩{0≤uǫk
≤ǫk}

uǫk(1−Hǫk(uǫk))dxdt ≤ ǫk|Q|

which leads to

(4.18) lim
k→+∞

∫

Q

uǫk(1−Hǫk(uǫk))dxdt = 0.

We distinguish two cases
∗ α = 0 : Using (4.6) and (4.11), we get

(4.19)

lim
k→+∞

∫

Q

uǫk(1−Hǫk(uǫk))dxdt

= lim
k→+∞

∫

Q

(uǫk − φ)(1 −Hǫk(uǫk))dxdt

+ lim
k→+∞

∫

Q

φ(1 −Hǫk(uǫk))dxdt

=

∫

Q

(u− φ)(1 − χ)dxdt +

∫

Q

φ(1 − χ)dxdt

=

∫

Q

u(1− χ)dxdt.

It follows from (4.18)-(4.19) that we have
∫

Q

u · (1 − χ)dxdt = 0.

Since u · (1 − χ) ≥ 0 a.e. in Q, we obtain u · (1 − χ) = 0 a.e. in Q.

∗ α > 0 : Since Hǫk(uǫk) = Gǫk(uǫk)− αuǫk , we deduce from (4.18) that

lim
k→+∞

∫

Q

uǫk(1−Gǫk(uǫk) + αuǫk)dxdt = 0,
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which can be written, using (4.6) and (4.11), as

(4.20)

lim
k→+∞

∫

Q

u2ǫkdxdt =
1

α
lim

k→+∞

∫

Q

uǫk(Gǫk(uǫk)− 1)dxdt

= − 1

α
lim

k→+∞

∫

Q

uǫkdxdt+
1

α
lim

k→+∞

∫

Q

(uǫk − φ)Gǫk(uǫk)dxdt

+
1

α
lim

k→+∞

∫

Q

φGǫk(uǫk)dxdt

= − 1

α

∫

Q

udxdt+
1

α

∫

Q

(u− φ)(αu + χ)dxdt+
1

α

∫

Q

φ(αu + χ)dxdt

= − 1

α

∫

Q

u(1− χ)dxdt +

∫

Q

u2dxdt.

Given that uǫk converges weakly to u in L2(Q), we have

(4.21)

∫

Q

u2dxdt ≤ lim
k→+∞

∫

Q

u2ǫkdxdt.

It follows from (4.20)-(4.21) that we have

∫

Q

u2dxdt ≤ − 1

α

∫

Q

u(1− χ)dxdt +

∫

Q

u2dxdt ≤
∫

Q

u2dxdt,

which leads to

∫

Q

u(1− χ)dxdt = 0. Since u · (1−χ) ≥ 0 a.e. in Q, we obtain

u · (1 − χ) = 0 a.e. in Q.

Remark 4.5. We deduce from (4.20)-(4.21) that we have

lim
k→+∞

∫

Q

u2ǫkdxdt =

∫

Q

u2dxdt,

which leads to

uǫk −→ u strongly in L2(Q).

Proof of Theorem 4.1. It is clear that (1.12)(i) and (1.12) (ii) follow
from Lemma 4.3. Let us establish (1.12)(iii). Let ξ ∈ H1(Q), ξ = 0 on
Σ3, ξ ≥ 0 on Σ4 and ξ(x, T ) = 0 a.e. in Ω. Then we have by (4.1)

(4.22)

∫

Q

[(
a(x)∇uǫk +Hǫk(uǫk)H(x)

)
· ∇ξ + ǫkuǫktξt −Gǫk(uǫk)ξt

]
dx dt

≤
∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx.
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Letting k go to ∞ in (4.22) and using (4.6)-(4.7), (4.11) and (4.13), we get

∫

Q

[(
a(x)∇u + χH(x)

)
· ∇ξ − (αu + χ)ξt

]
dx dt

≤
∫

Ω

(αu0(x) + χ0(x))ξ(x, 0)dx,

which achieves the proof of Theorem 4.1

5. Regularity of the solution

In this section, we give two regularity results of the solutions of the prob-
lem (1.12). First, we have a restricted result.

Proposition 5.1. Assume that α > 0 and a(x) is symmetric with aij ∈
C0,1(Ω). Then there exists a solution (u, χ) of the problem (1.12) such that for
any open set Ω′ ⊂⊂ Ω of Ω and any T > δ > 0, we have u ∈ H1(Ω′ × (δ, T )).

Proof. Let (u, χ) be a solution of the problem (1.12) obtained as a
limit of the sequence (uǫk , Hǫk(uǫk)), where uǫk is the solution of the problem
(2.1) introduced in Sect. 2. Using the estimates (3.3)-(3.4), we see that uǫk is
bounded in H1(Ω′×(δ, T )). Therefore there exists a subsequence still denoted
by (uǫk)k such that

uǫk ⇀ u weakly in H1(Ω′ × (δ, T )).

Now we have a second regularity result of the solutions.

Proposition 5.2. Let (u, χ) be a solution of problem (1.12). Then we
have

αu+ χ ∈ C0([0, T ];V ′).

We need a lemma.

Lemma 5.3. We have (αu+ χ)t ∈ L2(0, T ;V ′).

Proof. Let v ∈ D(0, T ;V ). Since ±v are test functions for (1.12), we
have

∫

Q

(αu+ χ)vtdxdt =

∫

Q

(
a(x)∇u + χH(x)

)
· ∇vdxdt,
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which leads to

(5.1)

∣∣∣
∫

Q

(αu + χ)vtdxdt
∣∣∣ =

∣∣∣
∫

Q

(
a(x)∇u + χH(x)

)
· ∇vdxdt

∣∣∣

≤
∫

Q

(
Λ|∇u|+H

)
· |∇v|dxdt

≤ max(Λ, H)
∣∣∣
∫

Q

(
|∇u|+ 1).|∇v|dxdt

∣∣∣

≤
√
2max(Λ, H)

( ∫

Q

(
|∇u|2 + 1)dx

)1/2

.
(∫

Q

|∇v|2dxdt
)1/2

≤ K|v|L2(0,T ;V )

where K =
√
2max(Λ, H)

(∫

Q

(
|∇u|2 + 1)dx

)1/2

. We deduce from (5.1) that

the linear form

v →
∫

Q

(αu + χ)vtdxdt

is continuous on the dense subspace D(0, T ;V ) of the vector space L2(0, T ;V )
under its natural norm. It follows that it can be extended to a continuous
linear form F up to L2(0, T ;V ). Since the distribution (αu+χ)t coincides with
F on D(0, T ;V ), they coincide on L2(0, T ;V ). Hence (αu+χ)t ∈ L2(0, T ;V ′).

Proof of Proposition 5.2. As a consequence of Lemma 5.3, we have
αu + χ ∈ H1(0, T ;V ′), which leads to the result by the Sobolev imbedding
H1(0, T ;V ′) ⊂ C0([0, T ];V ′).

Remark 5.4. If α > 0 and a(x) is symmetric and aij ∈ C0,1(Ω),
then there exists a solution (u, χ) of the problem (1.12) such that χ ∈
C0((0, T ];H−1(Ω′)) for any nonempty open set Ω′ ⊂⊂ Ω. Indeed, from Propo-
sition 5.1, there exists a solution (u, χ) of the problem (1.12) such that for
each T > δ > 0, Ω′ ⊂⊂ Ω, u ∈ H1(Ω′ × (δ, T )). We deduce from Lemma 5.3
that

χt = (χ+ αu)t − αut ∈ L2(δ, T ;H−1(Ω′)).

Hence χ ∈ C0((δ, T ];H−1(Ω′)).
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Angew. Math. 305 (1979), 89–115.

[2] C. Baiocchi, Su un problema di frontiera libera connesso a questioni di idraulica,

Ann. Mat. Pura Appl. (4) 92 (1972), 107–127.
[3] C. Baiocchi, Free boundary problems in fluid flows through porous media and varia-

tional inequalities, in: Free boundary problems, Ist. Naz. Alta Mat. Francesco Severi,
Rome 1980, 175–191.



474 M. BOUSSELSAL, A. LYAGHFOURI AND E. ZAOUCHE

[4] G. Bayada and M. Chambat, Existence and uniqueness for a lubrication problem

with nonregular conditions on the free boundary, Boll. Un. Mat. Ital. B (6) 3 (1984),
543–557.
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