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Abstract. We consider the weighted anisotropic integral functionals

I(u) =

∫

Ω

f(x,Du(x))dx,

where Ω ⊂ R
n (n > 2) is a bounded open set, u : Ω ⊂ R

n → R, f : Ω× R
n → [0,+∞) is a

Carathéodory function which satisfies the nonstandard growth condition

n
∑

i=1

νi|zi|
pi ≤ f(x, z) ≤ c

(

1 +

n
∑

i=1

νi|zi|
qi

)

,

where c > 0 is a constant, 1 < pi < qi < n, i = 1, 2, · · · , n, νi is the positive weighted
function on Ω and

νi ∈ L
1

loc(Ω),

(

1

νi

)mi

∈ L
1(Ω), mi ≥

1

pi − 1
.

By using the weighted anisotropic Sobolev inequality and the iteration Lemma, we prove
the higher integrability for the minimizer u of I(u) when the boundary datum has the
higher integrability. We also obtain the global boundednesses of exponential form and
L∞(Ω) for the minimizer, respectively. Furthermore, similar results for the minimizer of
the obstacle problem to I(u) are given.
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1. Introduction

Anisotropic integral functionals are a very important and useful framework in dealing
with anisotropic physical properties of some reinforced materials ([26, 30]). A typical
form is

∫

Ω

(|D1u|
p1 + |D2u|

p2 + · · ·+ |Dnu|
pn)dx,

where Ω ⊂ R
n (n > 2) is a bounded open set, Diu = ∂u

∂xi
∈ Lpi(Ω), 1 < pi < +∞,

i = 1, 2, · · · , n. For anisotropic integral functionals

I(u) =

∫

Ω

f(x,Du(x))dx,

where f (x, z) satisfies

n∑

i=1

|zi|
pi ≤ f(x, z) ≤ c

(
1 +

n∑

i=1

|zi|
pi

)
, (1)

where c > 0 is a constant. Note that the Euler-Lagrange equation of anisotropic
integral functionals I(u) with (1) is

n∑
i=1

Di (ai (x,Du(x))) = 0, x ∈ Ω,

where ai (x, z) =
∂f(x,z)

∂zi
and satisfies

|ai (x, z)| 6 c(1 + |zi|)
pi−1

. (2)

Fusco-Sbordone [9] obtained the local boundedness of minimizers of anisotropic
integral functionals I(u) with (1) in a limit case. Leonetti-Siepe [22] considered I(u)
with (1). Assume that the boundary datum u∗ ∈ W 1,(qi)(Ω), namely

u∗ ∈ W 1,1(Ω) with Diu∗ ∈ Lqi(Ω) and qi ∈ (pi,+∞)

for every i = 1, · · · , n. If u ∈ u∗ +W
1,(pi)
0 (Ω) is a minimizer of I(u) with (1), that

is, ∫

Ω

f(x,Du)dx 6

∫

Ω

f(x,Dw)dx, ∀w ∈ u∗ +W
1,(pi)
0 (Ω),

then
u ∈ u∗ + L

t

weak(Ω),

where t = pp∗

p−bp∗
> p∗, p =

(
1
n

n∑
i=1

1
pi

)−1

is the harmonic average of {pi}
n
i=1, p

∗ =

np
n−p

is the anisotropic Sobolev exponent for p < n; moreover, b is any number such
that

0 < b 6 min
i=1,··· ,n

{
1−

pi
qi

}
and b <

p

p∗
.
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It is worth noting that Cupini-Marcellini-Mascolo [6] pointed out an integral of
the calculus of variations satisfying anisotropic growth conditions that may have
unbounded minimizers if the growth exponents are too far apart. Under sharp
assumptions on the exponents, they proved the local boundedness of minimizers
of functionals with anisotropic p, q-growth via the De Giorgi method. As a by-
product, regularity of minimizers of some non-coercive functionals was also obtained
by reduction to coercive ones in [6], and the results of [22] were generalized .

Gao-Cui-Liang [10] extended the results of Leonetti-Siepe [22] to the obstacle
problem. Namely, for

K
(pi)
Ψ,ϑ (Ω) =

{
v ∈W 1,(pi)(Ω), v > Ψ, a.e., v − ϑ ∈W

1,(pi)
0 (Ω)

}
,

where the function Ψ is an obstacle and ϑ denotes the boundary value, if u ∈

K
(pi)
Ψ,ϑ (Ω) is a minimizer of the obstacle problem of I(u) with (1), that is,

∫

Ω

f(x,Du)dx 6

∫

Ω

f(x,Dw)dx, ∀w ∈ K
(pi)
Ψ,ϑ (Ω).

Then they show that the higher integrability of the boundary datum

θ∗ = max{ϑ,Ψ} ∈ ϑ+W
1,(qi)
0 (Ω)

forces minimizer u to have a higher integrability as well.
Cupini-Marcellini-Mascolo [5] obtained some regularity results for local minimiz-

ers u : Ω ⊂ R
3 → R

3 of a special class of polyconvex functionals, for example

∫

Ω

(
3∑

α=1

|Duα|
p
+ |adj2Du|

q
+ |detDu|

r

)
dx, p, q, r > 1,

where u =
(
u1, u2, u3

)
, adji denotes the adjugate matrix of order i, and det denotes

the determinant of matrix. Under some structure assumptions on the energy density,
they proved that local minimizers u are locally bounded. Furthermore, the regularity
of minimizers of integrals of the calculus of variations with nonstandard growth
conditions can be found in Marcellini [27] (see also [3, 4, 24]).

For isotropic integral functionals, Leonetti-Petricca [25] considered I(u) with

c|z|
p
− g(x) 6 f (x, z) , (3)

where the constants p ∈ (1, n) and c ∈ (0,+∞), the function g : Ω → [0,+∞) for
almost every x ∈ Ω and for all z ∈ R

n and g ∈ Lσ (Ω), the function x→ f(x,Du∗) ∈
Lσ (Ω), where σ ∈ (1,+∞). If u ∈ u∗ +W 1,p

0 (Ω) is a minimizer of I(u) with (3),
that is, ∫

Ω

f(x,Du)dx 6

∫

Ω

f(x,Dw)dx, ∀w ∈ u∗ +W 1,p
0 (Ω),

then

σ < n
p

⇒ u− u∗ ∈ L
npσ

n−pσ

weak (Ω),

σ = n
p

⇒ ∃α > 0 : eα|u−u∗| ∈ L1(Ω),

σ > n
p

⇒ u− u∗ ∈ L∞(Ω),
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where npσ
n−pσ

> np
n−p

.

Leonetti-Siepe [23] (see also [15]) considered the following homogeneous boundary
value problem 




n∑
i=1

Di (ai (x,Du(x))) = 0, x ∈ Ω,

u(x) = u∗(x), x ∈ ∂Ω,

where ai (x, z) satisfies (2). They showed that the higher integrability of the bound-
ary datum u∗ forces solutions u to have a higher integrability as well. Gao-Huang
[11] (see also [12]) extended the results of [23] to the obstacle problem.

Kovalevsky [16] considered the following nonhomogeneous boundary value prob-
lem 




−
n∑

i=1

Di (ai (x,Du(x))) = −
n∑

i=1

Difi + f, x ∈ Ω,

u(x) = u∗(x), x ∈ ∂Ω,

where f ∈ L
p∗

p∗−1 (Ω), fi ∈ L
pi

pi−1 (Ω), ai (x, z) satisfies

n∑

i=1

|ai(x, z)|
pi

pi−1 6 c

n∑

i=1

|zi|
pi + g1(x), 0 6 g1(x) ∈ L1(Ω),

n∑

i=1

ai(x, z)zi > c

n∑

i=1

|zi|
pi − g2(x), 0 6 g2(x) ∈ L1(Ω)

and
n∑

i=1

(ai(x, z)− ai(x, z̃))(zi − z̃i) > 0,

they obtained some similar integrability results to Leonetti-Siepe [23] as well.
Tersenov-Tersenov [31] considered the Dirichlet problem of anisotropic degener-

ate elliptic equation





−
n∑

i=1

µiDi

(
|Diu|

pi−2
Diu

)
= b(x)g(u) + f(x), x ∈ Ω,

u = 0, x ∈ ∂Ω,

where Ω ⊂ R
n (n > 2) with Ω ⊂ {x : −li 6 xi 6 li, i = 1, . . . , n}, the constants µi >

0 and pi > 1, the functions b(x), f(x) are bounded in Ω, the function g is Hölder
continuous and satisfies

g(0) = 0, g(z) > 0 if z > 0,

and
|g(z)| > |g(c)| for |z| < c,

where c is an arbitrary positive constant. New priori estimates for solutions and
for the gradient of solutions are established. Based on these estimates, sufficient
conditions guaranteeing solvability of the problem are formulated. The results are
new even in the semilinear case when the principal part is the Laplace operator.
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Some existence and regularity results of solutions to the nonlinear problems related
to [31], namely for





−

n∑
i=1

Di

(
|Diu|

pi−2
Diu

)
= f(x), x ∈ Ω,

u = 0, x ∈ ∂Ω

and 



−
n∑

i=1

Di

(
|Diu|

pi−2Diu
)
= λup, x ∈ Ω,

u = 0, x ∈ ∂Ω,

can be found in Di Castro [7] and Fragala-Gazzola-Kawohl [8], respectively.
Kovalevsky-Nicolosi [19] considered the Dirichlet problem for a degenerate non-

linear elliptic equation

−
n∑

i=1

Di

(
µ|Du|p−2Diu

)
= f, in Ω,

where p ∈ (1, n), f ∈ L1(Ω), and the weighted function µ = |x|
α
, x ∈ Ω, α ∈ (0, 1].

They proved that if p > 2− 1−α
n

, then the Dirichlet problem has weak solutions for
every L1-right-hand side. On the other hand, they found out that if p 6 2− 1−α

n
, then

there exists an L1-datum such that the corresponding Dirichlet problem does not
have weak solutions. Similar results to the weighted anisotropic case are obtained
by Kovalevsky-Gorban [18].

Inspired by the ideas in Tersenov-Tersenov [31] and Kovalevsky-Nicolosi [19],
a question is natural whether tthere exist weighted anisotropic integral function-
als. In this paper, we investigate weighted anisotropic integral functionals I(u) =∫
Ω f(x,Du(x))dx, where u : Ω ⊂ R

n → R, f : Ω× R
n → [0,+∞) is a Carathéodory

function ( i.e., x→ f(x, z) measurable for z ∈ R
n, z → f(x, z) is continuous for a.e.

x ∈ Ω) and satisfies the nonstandard growth condition

n∑

i=1

νi|zi|
pi ≤ f(x, z) ≤ c

(
1 +

n∑

i=1

νi|zi|
qi

)
, (4)

where c > 0 is a constant, 1 < pi < qi < n, i = 1, 2, . . . , n, νi is the positive weighted
function on Ω and

νi ∈ L1
loc(Ω),

(
1

νi

)mi

∈ L1(Ω), mi ≥
1

pi − 1
. (5)

For the boundary datum u∗ : Ω → R, we suppose u∗ ∈ W 1,(qi)(Ω, νi). Taking
advantage of the weighted anisotropic Sobolev inequality (see Theorem 3 below)
and the iteration lemma (see Lemma 1 below), due to Stampacchia [28, 29], we
get that the minimizer of I(u) with (4) has a higher integrability if u∗ has a higher
integrability. Furthermore, the global boundednesses of exponential form and L∞(Ω)
for the minimizer are proved. For the minimizer of the obstacle problem to I(u)
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with (4), similar results are obtained when the boundary datum θ∗ = max{θ,Ψ} ∈

ϑ+W
1,(qi)
0 (Ω, νi). Hence we generalize the results of [10, 22] to weighted anisotropic

integral functionals.
This paper is organized as follows. In Section 2, we state the main results (Theo-

rem 1 and Theorem 2) and describe preliminary knowledge. The proofs of Theorem
1 and Theorem 2 are given in Section 3 and Section 4, respectively.

2. Main results and preliminary knowledge

Anisotropic Sobolev spaces are introduced and studied by Adams [1], Kruzhkow-
Kolodii [21] and Troisi [32].

Let Ω ⊂ R
n (n > 2) be a bounded open set and denote

p∗ =
np

n− p
, for p < n, p =

(
1

n

n∑

i=1

1

pi

)−1

, 1 < pi < +∞ (i = 1, 2, . . . , n).

Two anisotropic Sobolev spaces are defined by

W 1,(pi)(Ω) =
{
u ∈W 1,1(Ω) : Diu ∈ Lpi(Ω), i = 1, . . . , n

}

and
W

1,(pi)
0 (Ω) =

{
u ∈W 1,1

0 (Ω) : Diu ∈ Lpi(Ω), i = 1, . . . , n
}

the corresponding norms

‖u‖
W 1,(pi)(Ω)

=

∫

Ω

|u| dx +

n∑

i=1

(∫

Ω

|Diu|
pidx

) 1
pi

and

‖u‖
W

1,(pi)
0 (Ω)

=
n∑

i=1

(∫

Ω

|Diu|
pidx

) 1
pi

,

respectively. Note that W 1,(pi)(Ω) and W
1,(pi)
0 (Ω) are reflexive Banach spaces. In

Troisi [32], it is proved that if p < n. Then

W
1,(pi)
0 (Ω) →֒ Lr, ∀r ∈ [1, p∗] .

This embedding is continuous and also compact if r ∈ [1, p∗). The following anisotropic
Sobolev inequality is also proved: If p < n, then there exists a positive constant c

such that for every u ∈ W
1,(pi)
0 (Ω),

(∫

Ω

|u|
p∗

dx

) 1
p∗

6 c

(
n∏

i=1

(∫

Ω

|Diu|
pidx

) 1
pi

) 1
n

= c

n∏

i=1

‖Diu‖
1
n

Lpi (Ω).

If p > n, then W
1,(pi)
0 (Ω) →֒ Lr(Ω) for any r ∈ [1,+∞).
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Based on the method of Troisi [32], Kovalevsky-Gorban [17] (see also [14, 18])
extended anisotropic Sobolev spaces to weighted anisotropic Sobolev spaces

W 1,(pi)(Ω, νi) =
{
u ∈W 1,1(Ω) : νi|Diu|

pi ∈ L1(Ω), i = 1, . . . , n
}

and
W

1,(pi)
0 (Ω, νi) =

{
u ∈W 1,1

0 (Ω) : νi|Diu|
pi ∈ L1(Ω), i = 1, . . . , n

}
.

The norms are

‖u‖
W 1,(pi)(Ω,νi)

=

∫

Ω

|u| dx+

n∑

i=1

(∫

Ω

νi|Diu|
pidx

) 1
pi

and

‖u‖
W

1,(pi)
0 (Ω,νi)

=

n∑

i=1

(∫

Ω

νi|Diu|
pidx

) 1
pi

,

respectively, where the weighted function νi satisfies (5) and characterizes degen-
eration or singularity to the spatial variable. If the weighted function νi = ν, the
positive exponents pi = p for every i = 1, · · · , n, then weighted anisotropic Sobolev
space W 1,(pi)(Ω, νi) is weighted isotropic Sobolev space W 1,p(Ω, ν) with the norm
(see Kovalevsky-Nicolosi [19], see also Kovalevsky-Rudakova [20])

‖u‖W 1,p(Ω,ν) =

∫

Ω

|u| dx +

n∑

i=1

(∫

Ω

ν|Diu|
p
dx

) 1
p

.

It is worth noting that we can construct a weighted function νi, namely

νi = |xi| , xi 6= 0, i = 1, . . . , n.

Note that W 1,(pi)(Ω, νi) and W
1,(pi)
0 (Ω, νi) are reflexive Banach spaces. For any

m = (m1,m2, . . . ,mn) ∈ R
n, mi ≥

1
pi−1 , we set

pm =
n

n∑
i=1

1+mi

mipi
− 1

. (6)

Note that (6) and

n∑

i=1

1 +mi

mipi
=

n∑

i=1

(
1

mi

+ 1

)
1

pi
≤

n∑

i=1

(pi − 1 + 1)
1

pi
= n;

then pm ≥ n
n−1 > 1 and W

1,(pi)
0 (Ω, νi) →֒ Lpm (Ω) (see Theorem 3 below).

The weak Lp space on Ω, also known as the Marcinkiewicz space (see [1, 2, 13]),
denoted by Lp

weak(Ω), is the set of all measurable functions f(x) satisfying

meas {x ∈ Ω : |f(x)| > t} ≤
c

tp
(7)
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for t > 0 and some positive constants c = c (f), p ≥ 1, where measE is the n-
dimensional Lebesgue measure of E ⊂ R

n. We recall the facts that if f ∈ Lp
weak(Ω),

then f ∈ Lq(Ω) for every 1 ≤ q < p; furthermore, L∞
weak(Ω) = L∞(Ω).

The minimizer u of I(u) with (4) can be rewritten as u = u∗ + (u − u∗). Our
first aim is to prove when the boundary datum u∗ has a higher integrability, u− u∗
also has a higher integrability.

Theorem 1. Let pm > p,

(
1 +

n∑
i=1

νi|Diu∗|
qi

)
∈ Lr(Ω), r > 1, and u ∈ u∗ +

W
1,(pi)
0 (Ω, νi) be a minimizer of I(u) with (4), that is,

∫

Ω

f(x,Du)dx ≤

∫

Ω

f(x,Dw)dx (8)

for any w ∈ u∗ +W
1,(pi)
0 (Ω, νi). Hence,

(i) (global integrability) if 1 < r <
pm

pm−p
, then

u− u∗ ∈ L
rppm

rp−rpm+pm

weak (Ω),

where rppm

rp−rpm+pm
> pm;

(ii) (global boundedness of exponential form) if r =
pm

pm−p
, then there is a positive

constant θ < τ such that
∫

Ω

(
eθ|u−u∗| − 1

)
dx ≤

θe

τ − θ
meas Ω,

where τ = (ec)−
1

pm > 0;
(iii) (global boundedness of L∞(Ω) ) if r >

pm

pm−p
, then

u− u∗ ∈ L∞(Ω).

Remark 1. In Theorem 1, if f : Ω×R
n → [0,+∞) is a Carathéodory function and

satisfies the standard growth condition

n∑

i=1

νi|zi|
pi ≤ f(x, z) ≤ c

(
1 +

n∑

i=1

νi|zi|
pi

)
,

where c > 0 is a constant, 1 < pi = qi < n, i = 1, 2, · · · , n, νi is the positive weighted

function as in (5), then the condition “

(
1 +

n∑
i=1

νi|Diu∗|
qi

)
∈ Lr(Ω), r > 1”is

replaced by “

(
1 +

n∑
i=1

νi|Diu∗|
pi

)
∈ Lr(Ω), r > 1”.

Next, we consider the obstacle problem to I(u) with (4). Let Ψ be a function on
Ω with the value in R ∪ {±∞}, ϑ ∈W 1,(pi)(Ω, νi). Set

K
(pi)
Ψ,ϑ (Ω, νi) =

{
v ∈W 1,(pi)(Ω, νi), v ≥ Ψ, a.e., v − ϑ ∈W

1,(pi)
0 (Ω, νi)

}
,
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where Ψ is an obstacle and ϑ denotes the boundary value.

We call that u ∈ K
(pi)
Ψ,ϑ (Ω, νi) is a minimizer of the obstacle problem to I(u) with

(4) if

∫

Ω

f(x,Du)dx ≤

∫

Ω

f(x,Dφ)dx (9)

for any φ ∈ K
(pi)
Ψ,ϑ (Ω, νi).

Theorem 2. Let pm > p,

(
1 +

n∑
i=1

νi|Diθ∗|
qi

)
∈ Ls(Ω), s > 1, θ∗ = max{ϑ,Ψ}

∈ ϑ+W
1,(qi)
0 (Ω, νi), and let u ∈ K

(pi)
Ψ,ϑ (Ω, νi) be a minimizer of the obstacle problem

to I(u) with (4). Hence,
(iv) (global integrability) if 1 < s <

pm

pm−p
, then

u− θ∗ ∈ L
sppm

sp−spm+pm

weak (Ω),

where sppm

sp−spm+pm
> pm;

(v) (global boundedness of exponential form) if s =
pm

pm−p
, then there is a positive

constant λ < τ such that
∫

Ω

(
eλ|u−θ∗| − 1

)
dx ≤

λe

τ − λ
measΩ,

where τ = (ec)
− 1

pm > 0;
(vi) (global boundedness of L∞(Ω)) if s >

pm

pm−p
, then

u− θ∗ ∈ L∞(Ω).

The following Theorem 3 and Lemma 1 will be useful in the proofs of Theorem
1 and Theorem 2.

Theorem 3 (Weighted anisotropic Sobolev inequality, see [14, 17, 18]). Let Ω ⊂ R
n

be a bounded open set, m = (m1,m2, . . . ,mn) ∈ R
n, mi ≥

1
pi−1 and 1

νi
∈ Lmi(Ω)

for i ∈ {1, 2, . . . , n}. Then W
1,(pi)
0 (Ω, νi) →֒ Lpm (Ω) and there is a positive constant

c such that for any u ∈ W
1,(pi)
0 (Ω, νi),

(∫

Ω

|u|
pm

dx

) 1
pm

≤ c

(
n∏

i=1

(∫

Ω

νi|Diu|
pidx

) 1
pi

) 1
n

(10)

where pm satisfies (6).

Lemma 1 (see [28, 29]). Let ϕ(t) be a nonnegative and nonincreasing function on
[k0,+∞) satisfying

ϕ(h) ≤
c

(h− k)α
[ϕ(k)]

β
, h > k ≥ k0,
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where c, α and β are positive constants. If β < 1, k0 > 0, then

ϕ(h) ≤
[
c

1
1−β + (2k0)

α
1−β ϕ(k0)

]
2

α

(1−β)2

(
1

h

) α
1−β

; (11)

if β=1, then

ϕ(h) ≤ e1−τ(h−k0)ϕ(k0), (12)

where τ = (ec)
− 1

α > 0; if β > 1, then

ϕ(k0 + d) = 0, (13)

where d = c(ϕ(k0))
β−1
α 2

β

β−1 .

3. Proof of Theorem 1

For any k ∈ (0,+∞) , let Tk : R → R be a function such that

Tk(u − u∗) =

{
u− u∗, if |u− u∗| ≤ k,

k u−u∗

|u−u∗|
, if |u− u∗| > k.

(14)

Denoting ψ = u− u∗ − Tk(u− u∗), it follows from (14) that

ψ =





u− u∗ + k, if u− u∗ < −k,

0, if − k ≤ u− u∗ ≤ k,

u− u∗ − k, if u− u∗ > k.

(15)

By u ∈ u∗ +W
1,(pi)
0 (Ω, νi) and (15), it follows

ψ ∈ W
1,(pi)
0 (Ω, νi), (16)

Dψ = (Du−Du∗)1{|u−u∗|>k}, (17)

|ψ| = (|u− u∗| − k) 1{|u−u∗|>k}, (18)

where 1A(x) = 1 if x ∈ A, 1A(x) = 0 if x /∈ A. Setting

w = u− ψ, (19)

we have w ∈ u∗ +W
1,(pi)
0 (Ω, νi) and from (17) and (19) it follows that

Dw = Du−Dψ

= Du− (Du−Du∗)1{|u−u∗|>k}

= Du− (Du)1{|u−u∗|>k} + (Du∗)1{|u−u∗|>k}

= (Du)1{|u−u∗|≤k} + (Du)1{|u−u∗|>k} − (Du)1{|u−u∗|>k}

+ (Du∗)1{|u−u∗|>k}

= (Du)1{|u−u∗|≤k} + (Du∗)1{|u−u∗|>k}. (20)
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By Ω = {|u− u∗| ≤ k} ∪ {|u− u∗| > k}, (8) and (20), we obtain

∫

{|u−u∗|≤k}

f(x,Du)dx+

∫

{|u−u∗|>k}

f(x,Du)dx

≤

∫

{|u−u∗|≤k}

f(x,Dw)dx +

∫

{|u−u∗|>k}

f(x,Dw)dx

=

∫

{|u−u∗|≤k}

f(x,Du)dx+

∫

{|u−u∗|>k}

f(x,Du∗)dx, (21)

and then by (21),

∫

{|u−u∗|>k}

f(x,Du)dx ≤

∫

{|u−u∗|>k}

f(x,Du∗)dx. (22)

Combining (16), (17) and (10) in Theorem 3, we conclude

(∫

Ω

|ψ|pmdx

) 1
pm

6 c

(
n∏

i=1

(∫

Ω

νi|Diψ|
pidx

) 1
pi

) 1
n

= c




n∏

i=1

(∫

{|u−u∗|>k}

νi|Diu−Diu∗|
pidx

) 1
pi





1
n

. (23)

By (4) and (22),

∫

{|u−u∗|>k}

n∑

i=1

νi|Diu−Diu∗|
pidx

≤

∫

{|u−u∗|>k}

n∑

i=1

νi [2
pmax (|Diu|

pi + |Diu∗|
pi)]dx

= 2pmax

∫

{|u−u∗|>k}

n∑

i=1

νi|Diu|
pidx+ 2pmax

∫

{|u−u∗|>k}

n∑

i=1

νi|Diu∗|
pidx

≤ 2pmax

∫

{|u−u∗|>k}

f(x,Du)dx+ 2pmax

∫

{|u−u∗|>k}

f(x,Du∗)dx

≤ 2pmax

∫

{|u−u∗|>k}

f(x,Du∗)dx+ 2pmax

∫

{|u−u∗|>k}

f(x,Du∗)dx

≤ 2pmax2c

∫

{|u−u∗|>k}

(
1 +

n∑

i=1

νi|Diu∗|
qidx

)
, (24)
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where pmax = max
i=1,··· ,n

{pi}. Denote Φ = 1 +
n∑

i=1

νi|Diu∗|
qi ; therefore Φ ∈ Lr(Ω) and

‖Φ‖Lr(Ω) ≤ c, c > 0. Using Hölder’s inequality, we get

∫

{|u−u∗|>k}

Φdx ≤

(∫

{|u−u∗|>k}

|Φ|
r
dx

) 1
r

[meas {|u− u∗| > k}]
r−1
r

≤ ‖Φ‖Lr(Ω)[meas {|u− u∗| > k}]
r−1
r

≤ c[meas {|u− u∗| > L}]
r−1
r . (25)

By (24) and (25),

n∑

i=1

∫

{|u−u∗|>k}

νi|Diu−Diu∗|
pidx =

∫

{|u−u∗|>k}

n∑

i=1

νi|Diu−Diu∗|
pidx

6 c[meas {|u− u∗| > k}]
r−1
r . (26)

Now we lower the left-hand side of (26) by considering just one integral. Then we
raise both sides to the power 1

pi
and take the product with respect to i obtaining

that

n∏

i=1

(∫

{|u−u∗|>k}

νi|Diu−Diu∗|
pidx

) 1
pi

6 c[meas {|u− u∗| > k}]
r−1
r

(
n∑

i=1

1
pi

)

= c[meas {|u− u∗| > k}]
n(r−1)

rp . (27)

Combining (23) and (27),

(∫

Ω

|ψ|
pmdx

) 1
pm

6 c




n∏

i=1

(∫

{|u−u∗|>k}

νi|Diu−Diu∗|
pidx

) 1
pi




1
n

6 c[meas {|u− u∗| > k}]
(r−1)

rp . (28)

For any h > k ≥ k0, by using (18) we have that

(h− k)pm [meas {|u− u∗| > h}] =

∫

{|u−u∗|>h}

(h− k)
pmdx

≤

∫

{|u−u∗|>h}

(|u− u∗| − k)
pmdx

≤

∫

{|u−u∗|>k}

(|u− u∗| − k)
pmdx

=

∫

Ω

|ψ|pmdx. (29)

Finally, by (28) and (29) we easily obtain

meas {|u− u∗| > h} ≤
c

(h− k)pm
[meas {|u− u∗| > k}]

(r−1)pm
rp . (30)
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Hence, let

ϕ(h) = meas {|u− u∗| > h} , ϕ(k) = meas {|u− u∗| > k} ,

α = pm, β =
(r − 1) pm

rp

in (30), from Lemma 1, we prove, respectively.

(i) If 1 < r <
pm

pm−p
, then β < 1. For k0 > 0, one has by (11) that

meas {|u− u∗| > h} ≤
[
c

1
1−β + (2k0)

α
1−βmeas {|u− u∗| > k0}

]
2

α

(1−β)2

(
1

h

) α
1−β

≤
[
c

1
1−β + (2k0)

α
1−βmeas Ω

]
2

α

(1−β)2

(
1

h

) α
1−β

; (31)

hence from (31) and (7),

u− u∗ ∈ L
α

1−β

weak(Ω),

where
α

1− β
=

pm

1− (r−1)pm

rp

=
rppm

rp− rpm + pm
> pm.

(ii) If r =
pm

pm−p
, then β = 1, by (12) we have that

meas {|u− u∗| > h} ≤ e1−τ(h−k0)meas {|u− u∗| > k0} , (32)

where τ = (ec)
− 1

pm > 0. If k0 ≤ 0, then

e1−τ(h−k0) = ee−τ(h−k0) ≤ ee−τh, (33)

and

meas {|u− u∗| > k0} = measΩ. (34)

Substituting (33) and (34) into (32), yields

meas {|u− u∗| > h} ≤ ee−τhmeas Ω. (35)

Note that there is a positive constant θ < τ such that

eθ|u−u∗| − 1 =

∫ |u−u∗|

0

θeθhdh

=

∫ ∞

0

θeθh1{|u−u∗|>h}dh. (36)
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By (36) it follows that

∫

Ω

(
eθ|u−u∗| − 1

)
dx =

∫

Ω

∫ ∞

0

θeθh1{|u−u∗|>h}dhdx

=

∫

Ω

1{|u−u∗|>h}dx

∫ ∞

0

θeθhdh

=

∫

{|u−u∗|>h}

1dx

∫ ∞

0

θeθhdh

= meas {|u− u∗| > h}

∫ ∞

0

θeθhdh

=

∫ ∞

0

θeθhmeas {|u− u∗| > h} dh. (37)

Taking (35) into (37),

∫

Ω

(
eθ|u−u∗| − 1

)
dx ≤

∫ ∞

0

θeθhee−τhmeasΩdh

=
θe

τ − θ
measΩ.

(iii) If r >
pm

pm−p
, then β > 1 and by (13),

ϕ (k0 + d) = meas {|u− u∗| > k0 + d} = 0, (38)

where
d = c(meas {|u− u∗| > k0})

rpm−pm−rp

rppm 2
rpm−pm

rpm−pm−rp .

Hence from (38) and (7), we have u− u∗ ∈ L∞(Ω).

4. Proof of Theorem 2

Without loss of generality, we assume ϑ ≥ Ψ a.e on ∂Ω, otherwise K
(pi)
Ψ,ϑ (Ω, νi) will

be empty. Let u ∈ K
(pi)
Ψ,ϑ (Ω, νi) be a minimizer of the obstacle problem to I(u) with

(4).
For any L ∈ (0,+∞) , we introduce a function TL : R → R by

TL(u− θ∗) =

{
u− θ∗, if |u− θ∗| ≤ L,

L u−θ∗
|u−θ∗|

, if |u− θ∗| > L.
(39)

Denoting φ = θ∗+TL(u− θ∗), from (39) it follows that

φ =






θ∗ − L, if u− θ∗ < −L,

u, if − L ≤ u− θ∗ ≤ L,

θ∗ + L, if u− θ∗ > L

(40)

and
Dφ = (Du)1{|u−θ∗|≤L} + (Dθ∗)1{|u−θ∗|>L}. (41)
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We claim φ ∈ K
(pi)
Ψ,ϑ (Ω, νi). Actually, by u ∈ K

(pi)
Ψ,ϑ (Ω, νi), it follows φ ∈W 1,(pi)(Ω, νi).

From (40),

φ =





θ∗ − L > u ≥ Ψ, if u− θ∗ < −L,

u ≥ Ψ, if − L ≤ u− θ∗ ≤ L,

θ∗ + L ≥ θ∗ ≥ Ψ, if u− θ∗ > L,

then φ ≥ Ψ a.e on Ω. Finally, we notice that θ∗ = ϑ on ∂Ω, it follows TL(u−θ∗) = 0

on ∂Ω, so φ = θ∗ = ϑ on ∂Ω, that is, φ− ϑ ∈W
1,(pi)
0 (Ω, νi).

By Ω = {|u− θ∗| ≤ L} ∪ {|u− θ∗| > L}, φ ∈ K
(pi)
Ψ,ϑ (Ω, νi), (9) and (41), we have

∫

{|u−θ∗|≤L}

f(x,Du)dx+

∫

{|u−θ∗|>L}

f(x,Du)dx

≤

∫

{|u−θ∗|≤L}

f(x,Dφ)dx +

∫

{|u−θ∗|>L}

f(x,Dφ)dx

=

∫

{|u−θ∗|≤L}

f(x,Du)dx+

∫

{|u−θ∗|>L}

f(x,Dθ∗)dx, (42)

and then by (42),

∫

{|u−θ∗|>L}

f(x,Du)dx ≤

∫

{|u−θ∗|>L}

f(x,Dθ∗)dx. (43)

From (40), (41) and φ ∈ K
(pi)
Ψ,ϑ (Ω, νi), we deduce that φ− u ∈ W

1,(pi)
0 (Ω, νi) and

|φ− u| = |u− φ| = (|u− θ∗| − L) 1{|u−θ∗|>L}, (44)

Dφ−Du = (Du)1{|u−θ∗|≤L} + (Dθ∗)1{|u−θ∗|>L} − (Du)1{|u−θ∗|≤L}

− (Du)1{|u−θ∗|>L}

= (Dθ∗)1{|u−θ∗|>L} − (Du)1{|u−θ∗|>L}. (45)

By φ− u ∈W
1,(pi)
0 (Ω, νi), (45) and (10) in Theorem 3, it derives

(∫

Ω

|φ− u|
pmdx

) 1
pm

6 c

(
n∏

i=1

(∫

Ω

νi|Diφ−Diu|
pidx

) 1
pi

) 1
n

= c




n∏

i=1

(∫

{|u−θ∗|>L}

νi|Diu−Diθ∗|
pidx

) 1
pi





1
n

. (46)
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By using (4) and (43),
∫

{|u−θ∗|>L}

n∑

i=1

νi|Diu−Diθ∗|
pidx

≤ 2pmax

∫

{|u−θ∗|>L}

n∑

i=1

νi|Diu|
pidx+ 2pmax

∫

{|u−θ∗|>L}

n∑

i=1

νi|Diθ∗|
pidx

≤ 2pmax

∫

{|u−θ∗|>L}

f(x,Du)dx+ 2pmax

∫

{|u−θ∗|>L}

f(x,Dθ∗)dx

≤ 2pmax

∫

{|u−θ∗|>L}

f(x,Dθ∗)dx + 2pmax

∫

{|u−θ∗|>L}

f(x,Dθ∗)dx

≤ 2pmax2c

∫

{|u−θ∗|>L}

(
1 +

n∑

i=1

νi|Diθ∗|
qi

)
dx, (47)

where pmax = max
i=1,··· ,n

{pi}. Denote H = 1 +
n∑

i=1

νi|Diθ∗|
qi ; then H ∈ Ls(Ω) and

‖H‖Ls(Ω) ≤ c, c > 0. By Hölder’s inequality, we obtain

∫

{|u−θ∗|>L}

Hdx ≤

(∫

{|u−θ∗|>L}

|H |
s
dx

) 1
s

[meas {|u− θ∗| > L}]
s−1
s

≤

(∫

Ω

|H |
s
dx

) 1
s

[meas {|u− θ∗| > L}]
s−1
s

≤ c[meas {|u− θ∗| > L}]
s−1
s . (48)

By (47) and (48),

n∑

i=1

∫

{|u−θ∗|>L}

νi|Diu−Diθ∗|
pidx =

∫

{|u−θ∗|>L}

n∑

i=1

νi|Diu−Diθ∗|
pidx

≤ c[meas {|u− θ∗| > L}]
s−1
s . (49)

Now we lower the left-hand side of (49) by considering just one integral. Then we
raise both sides to the power 1

pi
and take the product with respect to i obtaining

that

n∏

i=1

(∫

{|u−θ∗|>L}

νi|Diu−Diθ∗|
pidx

) 1
pi

6 c[meas {|u− θ∗| > L}]
s−1
s

(
n∑

i=1

1
pi

)

= c[meas {|u− θ∗| > L}]
n(s−1)

sp . (50)

Combining (46) and (50),

(∫

Ω

|φ− u|
pmdx

) 1
pm

6 c




n∏

i=1

(∫

{|u−θ∗|>L}

νi|Diu−Diθ∗|
pidx

) 1
pi




1
n

6 c[meas {|u− θ∗| > L}]
(s−1)

sp . (51)
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For any L̃ > L ≥ L0, by (44) we have that

(
L̃− L

)pm
[
meas

{
|u− θ∗| > L̃

}]
=

∫

{|u−θ∗|>L̃}

(
L̃− L

)pm

dx

≤

∫

{|u−θ∗|>L̃}
(|u− θ∗| − L)

pmdx

≤

∫

{|u−θ∗|>L}

(|u− θ∗| − L)
pmdx

=

∫

Ω

|φ− u|
pmdx. (52)

From (51) and (52), one has

meas
{
|u− θ∗| > L̃

}
≤

c(
L̃− L

)pm
[meas {|u− θ∗| > L}]

(s−1)pm
sp . (53)

Let

ϕ(L̃) = meas
{
|u− θ∗| > L̃

}
, ϕ(L) = meas {|u− θ∗| > L} ,

α = pm, β = (s−1)pm

sp

in (53). Similarly to the remaining process in the proof of Theorem 1, we can prove
(iv), (v) and (vi) of Theorem 2 by Lemma 1.
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