MINIMUM-TIME PATH PLANNING FOR ROBOT MANIPULATORS USING PATH PARAMETER OPTIMIZATION WITH EXTERNAL FORCE AND FRICTIONS
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Abstract: This paper presents a new minimum-time trajectory planning method which consists of a desired path in the Cartesian space to a manipulator under external forces subject to the input voltage of the actuators. Firstly, the path is parametrized with an unknown parameter called a path parameter. This parameter is considered a function of time and an unknown parameter vector for optimization. Secondly, the optimization problem is converted into a regular parameter optimization problem, subject to the equations of motion and limitations in angular velocity, angular acceleration, angular jerk, input torques of actuators’, input voltage and final time, respectively. In the presented algorithm, the final time of the task is divided into known partitions, and the final time is an additional unknown variable in the optimization problem. The algorithm attempts to minimize the final time by optimizing the path parameter, thus it is parametrized as a polynomial of time with some unknown parameters. The algorithm can have a smooth input voltage in an allowable range; then all motion parameters and the jerk will remain smooth. Finally, the simulation study shows that the presented approach is efficient in the trajectory planning for a manipulator that wants to follow a Cartesian path. In simulations, the constraints are respected, and all motion variables and path parameters remain smooth.
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1 INTRODUCTION

In the field of robotics, there is a need for the tracking of a known path for robot manipulators in the Cartesian space with maximum velocity or minimum-time algorithms for their economic benefits. Minimum-time path planning problems for robotic manipulators have widely been studied in the past, especially for industrial applications. Many techniques have been proposed in the past for this problem; however, due to factors such as non-linearity, coupling dynamics, and torque limitation, the task of finding a minimum-time path for robot manipulators is quite complicated. Therefore, an efficient motion planning technique for robot manipulators to move along a pre-defined trajectory is required. The most notable earliest studies in the domain of minimum-time path planning along a specified path were [1-3]. Additionally, ref. [4] is also included in one of the earliest studies in this domain, which presents an analysis of time-optimal trajectories in the case of fixed initial and final positions. In another study of the same era, the authors present a method to compute robotic paths in cases of closed kinematic chain mechanisms [5]. The earliest works in this domain also included solutions to the problem of minimum-time robotic manipulator motion along a specified geometric path, considering constraints such as force and torque [6]. That was the first attempt of its kind to address the minimum-time problem involving constraints. The minimum-time trajectory planning was similarly discussed in [7, 8]. Bobrow took the research further and devised a technique to find a collision-free path to obtain a minimum-time motion of a robotic manipulator [9]. Bobrow used B-spline polynomials and nonlinear equations of motion to produce optimal trajectories in the Cartesian space of the manipulator. These early studies paved the way for progress in robotics research and gave rise to further advancements in this domain. Bobrow’s uses of B-spline polynomials to produce optimal trajectories were further investigated by researchers [10], most recently in [11]. Furthermore, minimization of the spline curve path was studied in [12-14]. More notable studies which contributed to further advancements in the research include techniques for making the robot manipulator learn from the previous path devised in [15], where waypoints are determined with the help of a robot manipulator tracking the path. This procedure of specifying a set of waypoints for path planning for robot manipulators is further elaborated in [16, 17], where previous path velocities are estimated for trajectory generation, and several continuous trajectories are considered between two points in a path so that they are blended. That is also referred to as point-to-point trajectory motion in other studies, such as in [18, 19], where a method for generating a smooth, time-optimal trajectory is presented.

In [19], the authors used the third derivative of the path parameter with respect to time as an input, and it limits the torque rate in order to achieve the smoothness of the path. The point-to-point trajectory motion was investigated in [20], where the authors generated trajectories in joint space for the point-to-point motion. In this study, the authors also considered the constraints of the actuators’ velocity, acceleration and jerk limits while calculating the minimum-time path [21, 22]. In more recent studies, the type of path that a robot manipulator needs to follow between given waypoints, such as a straight-line path, cubic spline or a circular path, are included in the path planning techniques. This consideration has been taken into account in [22]. In addition to considering the path type, the point-to-point motion planning also includes the polynomial coefficients of the constraints such as the position, velocity, acceleration and jerk constraints, as presented in [23-26]. Moreover, recent studies, namely [27, 28], focus on the user-defined trajectories for path planning, as well as on the development of a commercial robotics software. Many previous
researchers have also focused on iterative and geometric methods as well as on optimal switching structures in accordance with Pontryagin’s Maximum Principle, as mentioned in [8, 29]. Other approaches have applied B-spline cubical methods for trajectory planning as mentioned in [30-32]. The optimization of the point-to-point minimum-time path problem has also been analyzed using the Sequential Quadratic Programming (SQP) method, as mentioned in [33]. For the purpose of optimization, the above-mentioned method involves the determination of minimum transmission time with electromagnetic constraints such as kinematics. Building up to that, [34] uses a similar approach with a dynamic programming algorithm in order to solve the minimum-time optimization problem. The dynamic programming approach has also been applied in [35]. After the early advancements in this domain, an ample amount of research has been undertaken on the constrained motion of robots. For example, [36, 37] propose a method to find the minimum-time considering the constraints of a jerk or higher order derivatives of position. Other studies presenting an approach for minimum-time calculation subject to kinematic constraints can be found in [38-40]. Another approach for a robot arm with path planning is the connection of straight-lines with circular arcs, perturbations about a straight-line with a Fourier series and cubic Bezier splines, as suggested in [41]. Furthermore, solutions to the path planning problem with end-effector constraints for robotic manipulators have also been studied, as presented in [42]. Another approach to path planning with torque constraints includes either the bang-bang trajectory or the bang-singular-bang trajectory as presented in [43]. Other interesting approaches for solving the path planning problem include a continuous genetic algorithm for path generation of robotic manipulators in a Cartesian space as presented in [44]. More recently, the robotic methodologies of a point-to-point trajectory planning have also been applied in other applications, as mentioned in [45]. Other examples using trajectory planning include agricultural field machines [46] and trajectory generation for animal movement [47]. Most significant studies on robotic manipulators include those, which estimate the minimum path and generate trajectories while handling any kinematic constraints on the velocity and acceleration [48-50]. This study proposes a path planning mechanism, whereby trajectories are generated in the operational space subject to certain dynamic constraints. The studies, which have been hitherto mentioned, do not usually consider the factors of external force and friction while calculating the minimum path for robotic manipulators. However, there is some significant research focusing on external forces as well as friction as factors influencing the calculation of the minimum path for a robotic manipulator.

In this paper, the minimum-time path planning problem for a parametric approach to the solution of path planning in robotic manipulators uses a manipulator’s path description, dynamic relations, and other defined constraints. Thus, an optimization strategy has been devised for path planning considering the mentioned constraints. The paper is presented in the following manner: Section 2 describes and illustrates the dynamics of the robotic manipulator. The problem is formulated and presented in Section 3, and the approach to solving the problem of optimization of a robotic manipulator is presented in Section 4. Afterward, the results of the simulation and path planning are presented and discussed in Section 5. Finally, a summary and conclusion of the paper are presented in Section 6.

2 DYNAMIC MODELLING OF THE MANIPULATOR

If we suppose that the manipulator’s joint angles are represented by a vector \( \mathbf{q} \), the joint angle velocity vector will be \( \dot{\mathbf{q}} \), and \( \ddot{\mathbf{q}} \) will be the angular acceleration vector. The dynamic equation of the motion of the robot manipulator can be written as [49, 50]:

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = T
\]

(1.1)

The total torque \( T \) is then given by:

\[
T = T_{\text{ext}} + T_c + T_f
\]

(1.2)

where \( M(q) \in \mathbb{R}^{n \times n} \) is the inertia matrix and \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \) is a matrix that contains the information of centrifugal and Coriolis torques. Here, \( C \) is not a unique matrix, but \( C(q, \dot{q})\dot{q} \) is a unique vector. \( G(q) \in \mathbb{R}^{n \times n} \) is the gravity torque, \( T \) is the vector of total torques, and \( n \) is the number of joints angles. \( T_{\text{ext}}, T_c, \) and \( T_f \) are the external force, control and friction torques respectively. The external torque \( T_{\text{ext}} \) can be modelled as [49]:

\[
T_{\text{ext}} = J^T F_{\text{ext}}
\]

(2)

where \( F_{\text{ext}} \) is the external force at the robot’s end-effector, and \( J^T \) is the transpose of the Jacobian matrix. We consider
that the external force is generated by friction between the end-effector and task plane and its direction is along the opposite direction of the end-effector’s velocity. We can consider a model such as:

\[ F_{ext} = -\mu v f_n \hat{n}_v \]  

(3)

where \( v \) is the norm of the velocity vector of the end-effector, \( f_n \) is a normal force which is perpendicular to the surface which contains the velocity vector and the end-effector’s link, \( \mu \) is the friction coefficient, and \( \hat{n}_v \) is a unit vector along the velocity vector tangent to the path. The joint angle friction torque is thus modeled as [49, 50]:

\[ T_f = K_c \text{sign}(\dot{q}) + K_v \dot{q} \]  

(4)

where \( K_c \) is a diagonal matrix which contains the coulomb friction coefficients for any joint, and \( K_v \) is another diagonal matrix that contains the viscous friction coefficients of the joint angles. There are a number of constraints due to the limitations of the robot manipulator. These constraints can be divided into two groups, the first of which is related to kinematics constraints, such as the constraints in joint angles, angular velocity, angular acceleration, jerk and higher time derivatives of the joint angles. We can consider limitations for the higher time derivatives of the joint angles. The second group is related to the constraints on the actuators. Many researchers consider \( \dot{q} \) and \( \ddot{q} \) to have constraints, but when the actuator is able to generate more torque, it will be able to generate higher jerk and acceleration, so the limitations on the time derivatives of the joint angles come from the actuators. Consequently, the added limitations on the time derivatives of the joint angles will cause more limitation on the robot, which is why we will not use the actual potential of the robot. Here, we will consider the transmission of rotation between the actuators and the arm of the robot as being guaranteed by the mechanical transmission system of the gears. Although this mechanism reduces the angular velocity of the motor, it increases the generated torque of the motor, thus [49]:

\[ T_c = NT_m, N = \text{diag}([N_1, \ldots, N_n]) \]  

(5)

\[ \dot{q} = N^{-1} \dot{q}_m \]

where \( N \) is the diagonal matrix of the transmission gear system, \( T_m \) the vector of motor’s torque, and \( \dot{q}_m \) is the speed of the motor. When the joint angles motors are DC motors, and using Kirchhoff’s voltage law for armature windings as represented in Fig. 1, the equations of the DC motor become [52]:

\[ \dot{I} = L^{-1}(-RI - K_{bemf} \dot{q}_m + U) \]  

(6)

\[ T_m = K_m I \]

where \( L = \text{diag}([L_1, L_2, \ldots, L_n]) \) is a diagonal matrix which contains the element of motor inductances and \( R = \text{diag}([R_1, R_2, \ldots, R_n]) \) is a matrix which contains armature resistances, \( K_{bemf} = \text{diag}([K_{bemf_1}, K_{bemf_2}, \ldots, K_{bemf_n}]) \) is the back electromotive force constant matrix, \( U = (U_1, U_2, \ldots, U_n) \) is the input voltage vector, \( I = (I_1, I_2, \ldots, I_n) \) is the armature current of each DC motor, and \( K_m = \text{diag}([K_1, K_2, \ldots, K_n]) \) is the motor torque constant matrix. By substituting Eq. (6) into Eq. (5), we find that:

\[ T_c = AT_c + B \dot{q} + DU \]  

\[ A = \text{diag} \left( \left[ \frac{N_1^2}{l_1}, \frac{N_2^2}{l_2}, \ldots, \frac{N_n^2}{l_n} \right] \right) \]  

\[ B = \text{diag} \left( \left[ \frac{k_m N_1}{l_1}, \frac{k_m N_2}{l_2}, \ldots, \frac{k_m N_n}{l_n} \right] \right) \]  

(7)

As a result, the augmented equations of the motion of the manipulator can be summarized as:

\[ T_c = M \ddot{q} + C \dot{q} + G(q) - T_{ext} - T_f \]  

(8)

By calculating the time derivative of Eq. (8), we have:

\[ \dot{T}_c = M \dddot{q} + M \ddot{q} + C \dot{q} + C \ddot{q} + \frac{\partial G}{\partial q} \dot{q} - \dot{T}_{ext} - \dot{T}_f \]  

(9)

Eq. (7) is rearranged as:

\[ U = D^{-1}(T_c - AT_c - B \dot{q}) \]  

(10)

Here, \( \dot{T}_{ext} \) and \( \dot{T}_f \) are calculated using Eq. (2), thus:

\[ \dot{\dot{T}}_{ext} = \int \dot{F}_{ext} + \dot{\dot{F}}_{ext} \]  

(11)

When the normal force is constant, by calculating the time derivative of \( F_{ext} \) using Eq. (3), we obtain:

\[ \dot{F}_{ext} = -\mu v f_n \hat{n}_v - \mu v f_n \hat{n}_v \]  

(12)

where \( \hat{n}_v \) and \( \hat{n}_w \) are the unit vector of velocity and its time derivative, respectively. Consequently, when the desired joint angles and their first, second and third time derivatives are known, to calculate \( U \), we need to calculate \( T_c \) using the desired path, after which Eq. (9) is used to calculate \( \dot{T}_c \). Finally, by using Eq. (10), \( U \) is calculated. The constraints of the motors are as follows [52]:
\begin{align}
|\ddot{q}_{m_i}| & \leq \ddot{\bar{q}}_{m_i} & (13.1) \\
|\dot{q}_{i}| & \leq \bar{q}_{i} & (13.2) \\
|U_{i}| & \leq \bar{U}_{i} & (13.3) \\
|\dot{q}_{i}| & \leq \bar{l}_{i} & (13.4) \\
\left|\frac{1}{\sqrt{t_f}} \int_{t_0}^{t_f} \dot{I}_{c_i}^2(t) dt\right| & \leq \bar{I}_{c_i}, \quad (i = 1, 2, ..., n) & (13.5)
\end{align}

where \(n\) is the number of joint angles, and \(\ddot{q}_{m_i}, \bar{q}_{i}, \bar{l}_{i}, \bar{U}_{i}, \bar{I}_{c_i}\) are the maximum admissible motor speed, current, feeding voltage, the time derivative of current and braked motor current, respectively. Finally, we have to convert these constraints into robot manipulator constraints:

\begin{align}
|\ddot{q}_{i}| & \leq N^{-1}\ddot{\bar{q}}_{m_i} & (14.1) \\
|T_{c_i}| & \leq NK_m\bar{l}_{i} & (14.2) \\
|\dot{T}_{c_i}| & \leq NK_m\bar{l}_{i} & (14.3) \\
\frac{1}{\sqrt{t_f}} \int_{t_0}^{t_f} T_{c_i}^2(t) dt & \leq N^2K_m^2\bar{l}_{i}^2, (i = 1, 2, ..., n) & (14.4)
\end{align}

where \(\dot{q}_{i}, T_{c_i}, \dot{T}_{c_i}\) and \(\frac{1}{\sqrt{t_f}} \int_{t_0}^{t_f} T_{c_i}^2(t) dt\) are the angular velocity of joint angles, the control torque, the time derivative of the control torque, and the guaranteed term for harmless overtaking of the permanent operating range [33].

### 3 Definition of the Parametric Trajectory Optimization Problem

We are interested in performing a task with the manipulator in the minimum-time. Therefore, the cost function can be expressed as:

Cost function:

\[ J = \int_{t_0}^{t_f} dt = t_f \]  

Subject to the constraints:

\begin{align}
T_c &= M\ddot{q} + C\dot{q} + G(q) - T_{ext} - T_f \\
\dot{T}_c &= M\ddot{q} + M\dddot{q} + \dot{C}\dot{q} + C\ddot{q} + \frac{\partial G}{\partial q}\dot{q} - \dot{T}_{ext} - \dot{T_f} \\
U &= D^{-1}(\dot{T}_c - AT_c - B\dot{q}) \\
|\ddot{q}_{i}| & \leq N^{-1}\ddot{\bar{q}}_{m_i}
\end{align}

\[ |T_{c_i}| \leq NK_m\bar{l}_{i} \]

\[ |\dot{T}_{c_i}| \leq NK_m\bar{l}_{i} \]

\[ \frac{1}{\sqrt{t_f}} \int_{t_0}^{t_f} T_{c_i}^2(t) dt \leq N^2K_m^2\bar{l}_{i}^2, \quad (i = 1, 2, ..., n) \]

where \(M\) and \(C\) are functions of \(q\) and \(\dot{q}\), respectively. Therefore, the time derivatives of these matrices are:

\begin{align}
\dot{M} &= \sum_{i=1}^{n} \frac{\partial M}{\partial q_i} \dot{q}_i \\
\dot{C} &= \sum_{i=1}^{n} \frac{\partial C}{\partial q_i} \dot{q}_i + \sum_{i=1}^{n} \frac{\partial C}{\partial \dot{q}_i} \ddot{q}_i
\end{align}

Let us suppose that the purpose of path planning is to track a desired path in the Cartesian space that is parameterized by \(\gamma\). The position of end-effector \(r\) is the function of the path parameter \(\gamma\).

\[ r(r, \gamma) = r_{0} \quad r(r, \gamma) = r_{f} \]

In Fig. 2, the coordinates of the start and stop points are \(r_{0}\) and \(r_{f}\). When the robot is at the starting point, for simplicity \(\gamma = \gamma(t_0) = 0\), and at the stopping point, it is \(\gamma(t_f) = \gamma_f\). The aim of an optimization problem is to find \(\gamma(t)\) to minimize the cost function equation Eq. (15.1) by considering the constraints equation Eq. (15.2). In this paper, a polynomial approach is taken to convert the function optimization problem into a parameter optimization problem. Therefore, the approach will be a suboptimal solution. However, \(\gamma(t)\) has a number of constraints due to the limitations of a manipulator. Firstly, we know that \(\gamma\) has two constraints due to the definition of the path at the initial and the final times as:

\[ \gamma(t_0) = \gamma(0) = 0 \]
\[ \gamma(t_f) = \gamma_f \]  

(17)
To find other constraints, we have to find the relation between the kinematic constraints in the Cartesian space and the joint space. Therefore, we start by finding the relation between the velocity, acceleration, and jerk as functions of time in the Cartesian space, thus:

\[
\dot{r} = v = r' \dot{y} \\
\ddot{r} = a = r'' \dot{y}^2 + r' \dddot{y} \\
\dddot{r} = J = r''' \dot{y}^2 + 2r'' \dot{y} + r' \dddot{y}
\]

(18)

Here, \(v, a, \) and \(J\) are the velocity, acceleration and jerk of the end-effector, respectively. The relation between the kinematic parameters in the Cartesian space and the joint space are:

\[v = J\dot{q}\]

\[a = J\ddot{q} + \dot{J}\dot{q}\]

\[J = \ddot{J} + 2J\dddot{q} + \dddot{J}\dot{q}\]

where \(J, \ddot{J}, \) and \(\dddot{J}\) are the Jacobian, first and second time derivatives of the Jacobian matrix at any time, respectively. It is desirable for the velocity, acceleration and jerk to be zero at the initial time. Therefore, by using Eq. (18), \(\dot{q}, \ddot{q}, \) and \(\dddot{q}\), will be zero. These conditions are simple in the view of the actuators for starting because the commands of the actuator will not jump to the maximum. Hence, if at the starting point the velocity, acceleration and jerk in the Cartesian space are zero, then the time derivatives of the path parameter \(\dot{y}(0), \ddot{y}(0)\) and \(\dddot{y}(0)\) will be zero. Therefore, the initial conditions for \(\gamma(t)\) are:

\[\gamma(0) = 0\]

\[\dot{\gamma}(0) = 0\]

\[\ddot{\gamma}(0) = 0\]

\[\dddot{\gamma}(0) = 0\]

(20)

It is necessary to define the final conditions for the path parameter. We know that \(\gamma_f\) is known by the definition of the path, hence again, in order to have zero velocity, zero acceleration, and zero jerk in the Cartesian and joint spaces, the final condition for \(\gamma(t)\) will be:

\[\gamma(t_f) = \gamma_f\]

\[\dot{\gamma}(t_f) = 0\]

\[\ddot{\gamma}(t_f) = 0\]

\[\dddot{\gamma}(t_f) = 0\]

(21)

For a suboptimal solution, let us suppose that the function \(\gamma(t)\) is approximated by a time series as:

\[\gamma(t) = \sum_{i=0}^{n} a_i t^i\]

(22)

In the above format, all initial conditions will satisfy, but the final conditions will not satisfy. Because of the simplicity, for the satisfaction of the final conditions, we will consider a model for \(\gamma(t)\) to be:

\[\gamma(t) = A\gamma_1(t) + B\gamma_2(t) + C\gamma_3(t) + D\gamma_4(t)\]

(23)

Here, \(A, B, C,\) and \(D\) are constant and unknown parameters and \(\gamma_1, \gamma_2, \gamma_3\) and \(\gamma_4\) have a format as in Eq. (22); therefore, they will satisfy the initial conditions:

\[\gamma_1(t) = \sum_{i=0}^{n} a_i i^i\]

\[\gamma_2(t) = \sum_{i=0}^{n} b_i i^i\]

\[\gamma_3(t) = \sum_{i=0}^{n} c_i i^i\]

\[\gamma_4(t) = \sum_{i=0}^{n} d_i i^i\]

(24)

Therefore, when \(a_i, b_i, c_i,\) and \(d_i, (i = 4, ..., n),\) and \(t_f\) are known, we are able to calculate \(A, B, C,\) and \(D\) as:

\[A\gamma_1(t_f) + B\gamma_2(t_f) + C\gamma_3(t_f) + D\gamma_4(t_f) = \gamma_f\]

\[A\dot{\gamma}_1(t_f) + B\dot{\gamma}_2(t_f) + C\dot{\gamma}_3(t_f) + D\dot{\gamma}_4(t_f) = 0\]

\[A\ddot{\gamma}_1(t_f) + B\ddot{\gamma}_2(t_f) + C\ddot{\gamma}_3(t_f) + D\ddot{\gamma}_4(t_f) = 0\]

\[A\dddot{\gamma}_1(t_f) + B\dddot{\gamma}_2(t_f) + C\dddot{\gamma}_3(t_f) + D\dddot{\gamma}_4(t_f) = 0\]

(25)

In Eq. (25), there are four unknown parameters \(A, B, C,\) and \(D,\) when \(\gamma_1, \gamma_2, \gamma_3\) and \(\gamma_4\) at the final time are known. Therefore, for the satisfaction of the final conditions, we can then write:

\[
\begin{bmatrix}
A \\
B \\
C \\
D
\end{bmatrix}
= 
\begin{bmatrix}
\gamma_1(t_f) & \gamma_2(t_f) & \gamma_3(t_f) & \gamma_4(t_f) \\
\dot{\gamma}_1(t_f) & \dot{\gamma}_2(t_f) & \dot{\gamma}_3(t_f) & \dot{\gamma}_4(t_f) \\
\ddot{\gamma}_1(t_f) & \ddot{\gamma}_2(t_f) & \ddot{\gamma}_3(t_f) & \ddot{\gamma}_4(t_f) \\
\dddot{\gamma}_1(t_f) & \dddot{\gamma}_2(t_f) & \dddot{\gamma}_3(t_f) & \dddot{\gamma}_4(t_f)
\end{bmatrix}^{-1}
\begin{bmatrix}
\gamma_f \\
0 \\
0 \\
0
\end{bmatrix}
\]

(26)

Hence, when \(A, B, C,\) and \(D\) are selected from Eq. (26), the initial and final conditions will always be satisfied. Consequently, \(\gamma(t)\) will be a function of the unknown vector as:
\[
\gamma(t) = \gamma(x, t)
\]
\[
x = [a_4, \ldots, a_n, b_4, \ldots, b_n, c_4, \ldots, c_n, d_4, \ldots, d_n, t_f]^T
\]

Here, \(x\) is an unknown vector that has to be found by the minimization of the cost function in Eq. (15.1) subjected to the constraint Eq. (15.2). Therefore, the objective function Eq. (15.1) and constraints Eq. (15.2) will updated as:

Cost function:

\[
f(x) = [0_{1x(n-4)} \ 1]x
\]

The constraint equations are:

\[
T_c = M\ddot{q} + C\dot{q} + G(q) - T_{ext} - T_f
\]

\[
\dot{T}_c = M\dddot{q} + M\ddot{q} + C\dot{q} + C\dddot{q} + \frac{\partial G}{\partial q} \dot{q} - \dot{T}_{ext} - \dot{T}_f
\]

\[
U = D^{-1}(\dot{T}_c - AT_c - B\dot{q})
\]

\[
|\dot{q}_i| \leq N^{-1}\dddot{q}_{m,i}
\]

\[
|T_c| \leq NK_m\dddot{I}_i
\]

\[
|\dot{T}_c| \leq NK_m\dddot{I}_i
\]

\[
\frac{1}{\Delta T} \int_0^\Delta T \dot{T}_{ci}^2(t)dt \leq N^2K_m^2\dddot{I}_{ci}^2, (i = 1, 2, \ldots, n)
\]

4 MANAGING THE CONSTRAINTS OF THE OPTIMIZATION PROBLEM

The purpose of the optimization problem is to minimize the final time subjected to the dynamic of the manipulator. As mentioned previously, parameters are unknown.

Here they are collected in the vector \(x\). Therefore, the objective function can be written as:

\[
f(x) = x_{g+1} = t_f
\]

Here, \(\vec{N}\) is the number of unknown parameters for the modelling of \(\gamma(t)\); therefore, \(4(n - 4) = \vec{N}\). However, there are a number of constraints due to the limitations related to the angular velocity and the motor input voltages, and the torques of the motors. These constraints may appear at any time. We can manage the constraints of the problem at any time by adding the previous constraints. A simple method of doing this is to divide the time between the initial and final time with known and constant \(m\) incremental times.

The constraints listed in Table 1 are divided into two types. The first type consists of differential equations and the second type consists of normal nonlinear or linear inequality equations.

In this paper, we suggest rewriting every constraint without solving the differential equations. We know that some constraints may appear at all times, hence we can manage the constraints of the problem at any time by adding to the previous constraints. A simple method for doing so is to generate new constraints for any time interval. Therefore, when the vectors \(x\) and \(t_f\) are known, we can divide the \(t_f\) to \(m\) incremental times as:

\[
\Delta t = \frac{t_f}{m}, \Delta t_k = \Delta t k, (k = 0, \ldots, m)
\]

To prepare the constraints as a function of the unknown vector \(x\), the initial time \(t_0\) is first generated as a random vector. This random vector will guarantee the initial and final condition of the path parameter, but it is necessary for it to be tuned for other constraints. Tab. 1 shows the processes of the generating of constraints for each time as listed in Tab. 1.

<table>
<thead>
<tr>
<th>Table 1 Managing constraints for the optimization problem at time (t_k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial time</td>
</tr>
<tr>
<td>- Generating a random vector (x)</td>
</tr>
<tr>
<td>For ((k = 1, \ldots, m))</td>
</tr>
<tr>
<td>- using Eq. (18), calculate (r_k, \dot{r}_k, \ddot{r}_k, \dddot{r}_k)</td>
</tr>
<tr>
<td>- Calculate: (q_k = q(r_k))</td>
</tr>
<tr>
<td>(j_k) and (f_k)</td>
</tr>
<tr>
<td>(q_k = j_k^{-1}r_k\dot{r}_kJ_k)</td>
</tr>
<tr>
<td>(v = j_kq_k)</td>
</tr>
<tr>
<td>- Calculate: (M_k(q_k), C_k(q_k, \dot{q}<em>k), G_k, T</em>{ext,k}, T_f_k)</td>
</tr>
<tr>
<td>(\dot{q}_k = j_k^{-1}(-f_kq_k + r_k\gamma_k^2 + \dot{r}_k\dddot{\gamma}_k))</td>
</tr>
<tr>
<td>(T_{ck} = M_kq_k + C_kq_k + G_kq_k = T_{ext,k} - T_f_k)</td>
</tr>
<tr>
<td>- Calculate: (M_k(q_k, \dot{q}<em>k)C_k, G_k, T</em>{ext,k}, T_f_k)</td>
</tr>
<tr>
<td>(\dddot{\gamma}_k = j_k^{-1}(f_kq_k + r_k\gamma_k^2 + \dot{r}_k\dddot{\gamma}_k))</td>
</tr>
<tr>
<td>(\dddot{T}<em>{ck} = M\dddot{q} + M\dddot{q} + C\dot{q} + C\dddot{q} + \frac{\partial G}{\partial q} \dot{q} - \dot{T}</em>{ext})</td>
</tr>
<tr>
<td>(U_k = D^{-1}(\dddot{T}<em>{ck} - AT</em>{ck} - B\dddot{\dot{q}}))</td>
</tr>
<tr>
<td>Constraints are:</td>
</tr>
</tbody>
</table>
| \[G_k = \begin{bmatrix}
U_k - \vec{U} \\
U - U_k \\
T_{ck} - T_{ck} \\
T_f - T_{ck} \\
q_k - \dot{q}_k \\
\dddot{T}_{ck} - T_c \\
\dddot{T}_{ck} - T_k \\
\dot{\gamma}_k - \dot{\gamma}_k \\
\dddot{\gamma}_k - \dddot{\gamma}_k \\
y_k \geq 0 \\
y_k \geq 0
\end{bmatrix} \leq 0\] |

In Tab. 1, \(\vec{a}\) and \(\vec{a}\) are respectively used to represent the maximum and minimum of the parameter \(a\). Therefore, the size of constraints at each step will increase. There are ten constraints in each \(t_k\), hence the size of the constraint vector at the end will be \(10(m + 1)\). In Eq. (28), there is an integral equation for any motor. This integral can be approximated as:

\[
\Delta t \sum_{i=1}^{N} T_{ci}^2 = N\Delta t\dddot{T}_{ci}^2
\]

Therefore, at the end of each iteration, another constraint will be added to the previous constraints.
5 SIMULATION STUDY

Simulations in the MATLAB environment were used to test the performance of the proposed algorithm. A model of the SCARA robot (Selective Compliance Assembly Robot Arm) used in the simulation study are given in ref. [33]. However, there are some additional parameters and small changes that we considered in the simulations. The model of the manipulator (represented in Fig. 3) that is considered for the simulation is:

\[
\begin{bmatrix}
3.78 + 0.272\cos q_0 + 0.027\sin q_0 + (0.08 + 0.136\cos q_1 + 0.011\sin q_1) 0 \\
(0.08 + 0.136\cos q_0 + 0.011\sin q_0) 0 \\
(0.011\cos q_0 - 0.136\sin q_0) + (q_2 + q_0) + 0.07 (0.011\cos q_0 - 0.136\sin q_0)q_1 \end{bmatrix} \cdot \begin{bmatrix}
\dot{q}_0 \\
\dot{q}_1 \\
\dot{q}_2 \\
\end{bmatrix} + \begin{bmatrix}
0.022\sin q_0 \\
0.013 \\
0.011\cos q_0 - 0.136\sin q_0 \\
\end{bmatrix} = \begin{bmatrix}
\dot{r}_0 \\
\dot{r}_1 \\
\dot{r}_2 \\
\end{bmatrix}
\]

(32-1)

The position of the end-effector is a function of the length of the robot arm and joint angles, thus:

\[
r = \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} L_1\cos q_1 + L_2\cos(q_1 + q_2) \\ L_1\sin q_1 + L_2\sin(q_1 + q_2) \end{bmatrix}
\]

(32-2)

By using the above forward kinematic, the inverse kinematic of the robot is:

\[q_1 = \tan^{-1}\left(\frac{y}{x} - \tan^{-1}\frac{K_2}{K_1}\right)\]

(33)

\[q_2 = \tan^{-1}\left(\frac{\sin(q_1)}{\cos(q_1)}\right)\]

(34)

where \(K_1, K_2, \sin(q_2)\) and \(\cos(q_2)\) are:

\[K_1 = L_1 + L_2\cos(q_2), \quad K_2 = L_2\sin(q_2)\]

\[\sin q_2 = \pm\sqrt{1 - \cos q_2^2}\]

\[\cos q_2 = \frac{x^2 + y^2 - L_1^2 - L_2^2}{2L_1L_2}\]

The parameters of the robot are presented in Tab. 2.

Table 2 Parameters of the IRCCyN SCARA robot.

<table>
<thead>
<tr>
<th>Task N°</th>
<th>(\mu)</th>
<th>(K_v)</th>
<th>(K_r)</th>
<th>L (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>0.4</td>
<td>0.01</td>
<td>0.21</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.01</td>
<td>0.3</td>
</tr>
</tbody>
</table>

The normal force is \(f_n = 0.1N\). The electro-mechanical constraints of the actuators are presented in Tab. 3.

Table 3 Electro-mechanical constraints of the SCARA robot.

<table>
<thead>
<tr>
<th>Axis</th>
<th>(\overline{U}) (volt)</th>
<th>(\dot{q}) (deg)</th>
<th>(\ddot{q}) (rad \cdot s^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>0-270</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>0-180</td>
<td>2</td>
</tr>
</tbody>
</table>

The purpose of the simulations is to plot Fig. 3 with a pencil attached to the end-effector. Hence, there is the desired path, and the end-effector has to track that path. Here, the Cartesian path as a function of the path parameter is considered to be:

\[r = \begin{bmatrix}
\rho\sin(y) \\
0.5\rho\cos(y) \\
\end{bmatrix}\]

(35)

Then, the derivative of \(r\) with respect to the path parameter \(y\) are listed as follows:

\[r' = \begin{bmatrix}
\rho'\sin(y) + \rho\cos(y) \\
0.5\rho'\cos(y) - 0.5\rho\sin(y) \\
\end{bmatrix}\]

(36)

\[r'' = \begin{bmatrix}
\rho''\sin(y) + 2\rho'\cos(y) - \rho\sin(y) \\
0.5\rho''\cos(y) - \rho'\sin(y) + 0.5\rho\cos(y) \\
\end{bmatrix}\]

(37)

\[r''' = \begin{bmatrix}
\rho'''\sin(y) + 3\rho''\cos(y) - 3\rho'\sin(y) + \rho\cos(y) \\
0.5\rho'''\cos(y) - 1.5\rho''\sin(y) - 0.5\rho\cos(y) - \rho\sin(y) \\
\end{bmatrix}\]

(38)

Here, \(\rho, \rho', \rho'', \rho''', \) are:

\[\rho = 0.4 - 0.1\cos(\gamma), \quad 0 \leq \gamma \leq 200^\circ\]

\[\rho' = -0.1\cos(\gamma) + 0.1\sin(\gamma)\]

\[\rho'' = 0.2\sin(\gamma) + 0.1\cos(\gamma)\]

\[\rho''' = -0.4\sin(\gamma) - 0.1\cos(\gamma)\]

The desired path is presented in Fig. 4 and the starting and stopping points are:

\[r_0 = \begin{bmatrix} 0 \\ 0.2 \end{bmatrix} m, \quad r_f = \begin{bmatrix} -0.1965 \\ -0.2669 \end{bmatrix} m\]

The desired path, start-point and end-point in the Cartesian space are shown in Fig. 4. To provide an approximation for \(y\) as a function of time, \(n\) in Eq. (22) is set to be \(n = 10\). The Taylor expansion will contain terms up to \(t^{10}\) and \(a_i = b_i = c_i = d_i = 0, (i = 1, ..., 4)\). The number of unknown parameters for the representation of \(y\) is \((4 \times 6)\) and by adding \(t_f\), there will be \((4 \times 6 + 1) = 25\) unknown parameters. To initialize the unknown parameters, we use a
normal distribution to generate the coefficients of the path parameter. Moreover, the initial estimation of the final time is considered to be (17) seconds. The time between (0 and 17) seconds is divided into (5000) points; then, as mentioned in Tab. 1, the number of constraints is (50 000). For any iteration, when the time is increasing, the number of constraints will increase. After running the optimization algorithm, the final time is found to be (14.4296) seconds and the results below are found. The path parameter and its first, second and third time derivatives are presented in Figs. 5 and 6.

Fig. 5 shows that the path parameter starts at zero and stops at (200 deg = 3.4907 rad). The path parameter has a smooth graph and Fig. 6 shows the first three-time derivatives of the path parameter. Those parameters are smooth and have zero values at the start and stop points. In addition to that, the first-time derivative has a positive value. Consequently, γ is an increasing function. Then, when the time increases, the end-effector always goes toward the final point and it does not have any backward motion. However, the other derivatives are sometimes positive and sometimes they are negative because the system changes the acceleration along the Cartesian path.
Fig. 7 shows the joint angles and Figs. 8 and 9 show the first, second and third time derivatives of the joint angles. We can see that the time derivatives of the joint angles are smooth and at the initial and final times, they are equal to zero. The figures show that the angular velocity of the joint angles has positive and negative values, which is why the robot changes its angular velocity. The absolute values of the maximum angular velocities are \( \begin{bmatrix} 1.5 \\ 1.757 \end{bmatrix} \) rad, and are in the defined range, as presented in Tab. 2.

![Figure 10](image1.png)

**Figure 10** Velocity, acceleration and jerk along the x direction in the Cartesian space.

![Figure 11](image2.png)

**Figure 11** Velocity, acceleration and jerk along the y direction in the Cartesian space.

Figs. 10 and 11 show that the third time derivatives of position have zero values at the initial and the final times and are smooth graphs; and then the end-effector moves smoothly in the Cartesian space.

Fig. 14 shows the feeding voltage of the motors, which are smooth factions and have zero values at the start and stop points. We can see that the robot uses maximum voltages for link one, which is (20) volts and uses (15.161) volts for the second links. Therefore, the feeding voltages are in the range.

6 **CONCLUSIONS**

In this work, a new technique based on path parameter optimization is used for the path planning problem in the Cartesian space with external forces and frictions. The actuators of the robot are modeled as permanent magnet DC motors with a consideration of their constraints. By dividing the time between the start and stop times to known portions, the path parameter optimization problem is converted to the optimization of a function subject to certain equality and inequality constraints. A MATLAB simulation is used for the path planning of a two-degree robot manipulator with a desired path in the Cartesian space. The path parameter is used in the formulation of the desired path as a function of time. A polynomial model is considered for the path parameter so that it can guarantee constraints at the start and stop points. Consequently, the three first-time derivatives of the joint angles and the position of the end-effector will be zeros. Additionally, the voltages, torques and time derivatives of the torques are zeros at boundary conditions. It is shown that the approach can hold all constraints related to the actuators and other kinematics constraints between the initial and final times. The method was suboptimal due to the consideration of a polynomial model for the path parameter and it will not be a global optimum point for the problem. The best advantages of the method are all the dynamic and kinematic parameters which remain smooth, and it is practically more important that we be able to automatically control the start and stop conditions. Computer simulation results show the satisfactory performance responses of the method on a robotic manipulator path planning.
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### LIST OF SYMBOLS

- \( M \): Inertia matrix
- \( q, \dot{q} \): Joints of position and velocity
- \( \ddot{q} \): Joint of acceleration
- \( \dddot{q} \): Joint of jerk
- \( C \): Coriolis centrifugal torque
- \( G \): Gravity torque
- \( n \): The number of joints
- \( T_m \) \( [n \times 1] \): Vector of the motor torque constant
- \( N \) \( [n \times n] \): Matrix of the gear transmission ratio
- \( T \) \( [n \times 1] \): Total torques
- \( T_c \): Control torque
- \( T_{ext} \): External torque
- \( T_f \): Friction torque
- \( F_{ext} \): External force
- \( J \): Jacobian matrix
- \( v \): Normal velocity
- \( f_n \): Normal force
- \( \mu \): Friction coefficient
- \( \hat{n}_v \): Unit vector along the velocity vector
- \( K_c \): Coulomb friction coefficient of the joint
- \( K_v \): Viscous friction coefficient of the joint
- \( \dot{q}_m \): Motor speed
- \( I \): Armature current in the motor
- \( L \): Armature inductance of the motor
- \( R \): Armature resistance of the motor
- \( U \): Armature voltage of the motor
- \( K_{helm} \): Back electromotive force of the DC motor
- \( K_m \): Motor torque constant matrix
- \( U \): Maximum of the motor voltage
- \( \dot{q}_m \): Maximum of speed motor
- \( I \): Maximum current in the motor
- \( I_c \): Maximum armature current
- \( T_c \): Minimum control torque
- \( U \): Minimum motor voltage
- \( \dot{q} \): Minimum joint velocity
- \( J \): Cost function in the objective function
- \( \nu \): Velocity of the end-effector
- \( a \): Acceleration vector
- \( J \): Jerk vector (i.e., derivative of acceleration)
- \( \gamma_0, \gamma_f \): Path parameter at zero and final times
- \( \gamma_0, \gamma_f \): Initial position and final positions
- \( t_0, t_f \): Start and final times
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