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Local time-varying topology identification of network with unknown
parameters based on adaptive synchronization

Hai-Peng Ren, Kun Tian and Ren Zhou

Shaanxi Key Laboratory of Complex System Control and Intelligent Information Processing, Xi’an University of Technology, Xi’an, People’s
Republic of China

ABSTRACT
The network with some or all of characteristics including self-organization, self-similarity, attrac-
tor, small world and scale-free is referred to as a complex network. A complex network might
demonstrate various uncertainties, such as the unknown node kinetics and the unknown net-
work topology. The network topology identification using the observing output data of the
network is a crucial step for complex network analysis, which is of great importance to under-
stand the networks’ properties and regulate network. In this paper, the output variable is used
to drive the response network to identify partial time-varying topology of the drive network
with unknown parameters. The synchronization between the response network and drive net-
work and the successful identification are guaranteed by the Lyapunov stability theorem. The
feasibility of the proposed method is demonstrated using two examples.
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1. Introduction

From electric power networks, traffic networks to com-
munication networks and network of friends, people
live in a wide variety of networks. There are a lot of
researches focusing on how the dynamic behavior of
the network is affected by the topology and the char-
acteristics of the complex network. On the contrary,
there are few works on finding the network topol-
ogy using the output of the network. For example,
the regulatory relationship between nodes (topology)
is extremely complicated in the gene regulatory net-
work, which is important for protein synthesis and
disease treatment as discussed elsewhere [1]. Parame-
ters identification has also wide applications [2]. Hence,
it is of great importance for both theoretical research
and applications to identify the network topology
using the observed node output. The existing topol-
ogy identification methods can be divided into sev-
eral classes including synchronization-based methods,
compressive sensing theory-based methods, etc.

Synchronization-based topology identification
methods are the most commonly used methods. Yu
et al. [3] andZhou andLu [4] used the synchronization-
based methods to identify the network topology. Liu et
al. [5] and Xu et al. [6] considered the network with
unknown dynamical parameters of the node and iden-
tified the network topology and dynamical parameters

simultaneously, using the same way as that in refer-
ences [3–4]. Liu et al. [7] obtained better identification
result using projection synchronization, and identified
the network topology and node dynamical parame-
ters at the same time. Zhang et al. [8] proposed a
topology identification method based on generalized
outer synchronization, a response network with simple
node dynamics was constructed and used for synchro-
nization with the drive network with complex node
dynamics, which reduces the complexity of identifica-
tion. Jiang et al. [9] and Wan et al. [10] used the output
variable to drive the response network for identifying
the topology without the requirement to measure all
state variables of the nodes. Zhou et al. [11] andWallace
et al. [12] transmitted the first state of the node dynam-
ics to the response network to reduce the number of
state variables used for synchronization; however, the
proposed method needs to measure the specified state
in the drive network; meanwhile, a positive-definite
function has to be found to satisfy a complex inequality,
which restricted the application of the method. Li et al.
[13] and Timme [14] identified the phase oscillator net-
work topology by repeating experiments many times
based on phase synchronization, which needs a large
amount of calculation for large-scale networks. Yang
andWei [15] and Liu et al. [16] introduced the impulse
control strategy for network topology identification to
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save the control energy. Stanković et al. [17] proposed
to estimate all system parameters utilizing a stochastic
approximation algorithm with the expanding trunca-
tion derived from the modified Yule-Walker equations.
Chen et al. [18] analysed the influence of the synchro-
nization among the nodes in the drive network on the
topology identification procedure and proposed two
methods to avoid the drive network synchronization
including changing the coupling strength or modify-
ing the output function, which are difficult to do for the
practical complex networks. Sun et al. [19] pointed out
that the response network could synchronize with the
drive networkwithin the time span needed for the drive
network from its initial state to the self-synchronization
state. Reference [20] used this idea and the optimiza-
tion method to search response network parameters
to achieve synchronization between the drive network
and the response network before the drive network
itself falls into the synchronization state. Reference [21]
used partial states observation and the parameter opti-
mization method to identify the network parameters
based on the objective function containing only avail-
able states. Reference [22] proposed the chaotic ant
swarm algorithm to search (and identify) the param-
eters of the network. Van den Hof et al. [23] treated
the identification of network as a classical closed-loop
system identification so that a module or sub-system
can be identified. For the networks with sparse connec-
tions, Ke [24] proposed a least squares model with �1

-regularized output and used the weight iterative least
squares method to identify the parameters, which is
proved to be a very efficient way for the large-scale net-
work using the data with or without noise. Chiuso and
Pillonetto [25] proposed a Bayesian approach to iden-
tify dynamical network with sparse connection based
on the estimation of impulse responses from a finite
set of input–output data. Vašak and Perić [26] uti-
lized piecewise affine models to approximate nonlinear
systems and to identify system parameters.

The compressive sensing concept was also used for
the network topology identification. Hayden et al. [27]
proposed the compressing sensing method to recon-
struct the sparse connection dynamical network. Wang
et al. [28] and Su et al. [29] expanded node nonlin-
ear differential equations into its power series, Li et al.
[30] used the Taylor series expansion of the node non-
linear differential equation; then, by using compressive
sensing theory, they obtained the network topology.
Since this method used the advantage of the compres-
sive sensing algorithm, the more sparse the connection
vector, the less observational data required for topology
identification.

The difficulties of the complex network topology
identification are as follows: (1) time-varying topol-
ogy: the network topology varies over time due to the
reason like the congestion of signal transmission as dis-
cussed elsewhere [31]; (2) unknown parameters of the

node dynamics; (3) only part of the node states are
available for the identification; and (4) when the net-
work size is large, the computational cost of the existing
methods increases significantly. For the network with
N nodes, there are N2 topology parameters to be iden-
tified, the calculation needed is huge for the large-scale
network; however, in some practical situations, only a
part of the connection among some important nodes
are concerned. Therefore, it is not necessary to iden-
tify the whole network topology. The existing methods
do not consider all the above factors, e.g. References
[3,4,8,10,11,12] cannot handle the unknown parame-
ters in the node dynamics, References [5–7] required
that all state variables are measurable, which cannot
be used when only partial state variables are available.
All methods above considered the time-invariant net-
work topology. In this paper, we proposed a method
to identify local time-varying topology of the network
with unknown node dynamical parameters using par-
tial available state variables, which involves all the above
constraints.

The rest of this paper is arranged as follows: Section
2 gives the problem description; Section 3 gives the
proposed method and its stability proof using the Lya-
punov method; Section 4 gives simulation results to
show the effectiveness of the proposed method and
Section 5 gives some conclusions.

2. Problem description

Consider a complex dynamical network consisting ofN
nodes given by

ẋi = fi(xi) + gi(xi)αi +
N∑
j=1

bij(t)Kyj,

i = 1, 2, . . . ,N, (1)

where xi = [xi1, xi2, . . . , xin]T ∈ Rn is the state vec-
tor of node i, αi ∈ Rmi is the unknown dynamical
parameter vector, f̄i = fi(xi) + gi(xi)αi , fi(xi) ∈ Rn ,
gi(xi) ∈ Rn×mi , B(t) = (bij(t))N×N ∈ RN×N is a topol-
ogy matrix, if there is a connection between node
i and node j, bij is not zero, otherwise, bijis zero.
K = [k1,k2, ... ,kn]T is the gain vector, yi = Hxi ∈ R is
the output of node i, H = [h1,h2, ... ,hn] is the output
coupling vector.

Assumption 2.1: Suppose that there exists a positive
constant Li satisfying

||f̄i(x,αi) − f̄i(x̂,αi)|| ≤ Li||x − x̂||, (2)

where x, x̂ are time-varying vectors and || • || represents
norm.

Assumption2.2: Kyi(i = 1,2, . . . ,N) are independent.
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Assumption 2.3: At any time, the time-varying topol-
ogy |ḃij(t)| ≤ Q .

Assumption 2.4: In the output couplingmodel, the state
variables with coupling are observable.

Assume that the dynamic characteristics of nodes are
consistent. In order to identify the unknown parameter
αi and part of unknown topologymatrixB, we consider
another complex dynamical network with a controller
ui′ as follows:

˙̂xi′ = fi′(x̂i′) + gi′(x̂i′)α̂i′ + ui′ , i′ = 1, 2, . . . ,M,
(3)

where i’ is the concerned node,M is the total number of
the concerned nodes, x̂i′ = [x̂i′1, x̂i′2, . . . , x̂i′n]T ∈ Rn is
the response state vector of the node i’in the considered
response network, α̂i′ is the estimation of αi′ and ui′ is
the control input vector.

3. Local topology identificationmethod and
its stability analysis

In order to identify the parameter αi′ and topology
matrix B, the control laws are proposed as follows:

ui′(t) = −di′(t)I(ŷi′ − yi′) +
N∑
j=1

b̂i′j(t)Kyj,

ḋi′(t) = γi′eTyi′HIeyi′ ,

˙̂bi′j(t) = −eTyi′HKyj,

˙̂αi′ = −gTi′ (x̂i′(t))H
Teyi′ , (4)

where I = [1 1 . . . 1]T ∈ Rn , b̂i′j(t) is the estimation of
bi′j(t) and γi′ > 0 is a constant. We give the following
theorem to guarantee the stability of the controller and
the convergence of the identification procedure.

Theorem 3.1: Suppose that Assumptions from 2.1 to
2.4 are satisfied, if there is a sufficiently large positive
constant d∗

i′ such that

Li′ − d∗
i′HI < 0 (i′ = 1, 2, . . . ,M), (5)

the control law in (4) makes the network (3) synchronize
with the corresponding part of network (1), and the local
(partial) topology of network (1) can be given by b̂i′j(t) .

Proof: . By defining ei′ = x̂i′ − xi′ , α̃i′ = α̂i′ − αi′ and
b̃i′j(t) = b̂i′j(t) − bi′j(t) , we have the error dynamics as

follows:

ėi′ = f̄i′(x̂i′) − f̄i′(xi′) −
N∑
j=1

bi′jKyj + ui′

= f̄i′(x̂i′ ,αi′) − f̄i′(xi′ ,αi′) + gi′(x̂i′)α̃i′

−
N∑
j=1

bi′jKyj + ui′ . (6)

Choose a Lyapunov function candidate as

V = 1
2

M∑
i′=1

eTyi′ eyi′ + 1
2

M∑
i′=1

N∑
j=1

b̃2i′j +
1
2

M∑
i′=1

α̃T
i′ α̃i′

+ 1
2

M∑
i′=1

1
γi′

(di′(t) − d∗∗
i′ )2, (7)

where d∗∗
i′ is a sufficiently large positive constant to be

determined. The derivative of V is

V̇ =
M∑
i′=1

eTyi′ ėyi′ +
M∑
i′=1

N∑
j=1

b̃i′j(
˙̂bi′j − ḃi′j) +

M∑
i′=1

α̃T
i′

˙̂αi′

+
M∑
i′=1

1
γi′

(di′(t) − d∗∗
i′ )ḋi′(t)

=
M∑
i′=1

eTyi′H[f̄i′(x̂i′ ,αi′) − f̄i′(xi′ ,αi′) + gi′(x̂i′)α̃i′

−
N∑

i′=1

bi′jKyj + ui′] +
M∑
i′=1

N∑
j=1

b̃i′j
˙̂bi′j +

M∑
i′=1

α̃T
i′

˙̂αi′

+
M∑
i′=1

1
γi′

(di′(t) − d∗∗
i′ )ḋi′(t) −

M∑
i′=1

N∑
j=1

b̃i′jḃi′j

≤
M∑
i′=1

eTyi′HLi′ei′ −
M∑
i′=1

d∗∗
i′ e

T
yi′HIeyi′

+
M∑
i′=1

N∑
j=1

Q|b̃i′j|

≤
M∑
i′=1

(Li′ − d∗
i′HI)||eyi′ ||2

= ETy PEy, (8)

where Ey = [ey1 ey2 . . . eyM ]T and P = diag{L1 − d∗
1

HI, L2 − d∗
2HI, · · · , LM − d∗

MHI} . P is negative defi-
nite for large enough positive constant d∗∗

i′ , such that∑M
i=1 (d∗∗

i′ − d∗
i′)e

T
yi′HIeyi′ ≥ ∑M

i′=1
∑N

j=1 Q|b̃i′j| , Li′ −
d∗
i′HI < 0 . Therefore, the largest invariant set in the set
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defined by V̇ = 0 is

M̄ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

eyi′ = 0, ei′ = 0, α̃i′ = 0, ˙̂αi′ = 0, ˙̂bi′j = 0,
N∑
j=1

(b̂i′j(t) − bi′j(t))Kyj = 0, i′ = 1, 2, . . . ,M,

j = 1, 2, . . . ,N

From Assumption 2.2, we know that given arbitrary
initial values, lim

t→∞ b̂i′j(t) = bi′j(t) . �

4. Numerical simulation results

In order to verify the effectiveness of the proposed
method, a 10-node network shown in Figure 1 is used as
an example. The node dynamics in the network is given
by

f̄i(xi) = fi(xi) + gi(xi)αi

=
⎛
⎝ 0

−xi2 − xi1xi3
xi1xi2

⎞
⎠ +

⎛
⎝(xi2 − xi1) 0 0

0 xi1 0
0 0 xi3

⎞
⎠

⎛
⎝αi1

αi2
αi3

⎞
⎠ , (9)

which is the well-known Lorenz system when αi1 =10,
αi2 = 28 and αi3 = −8/3 . The topology matrix B for

Figure 1 is given by Equation (10). Assume that the
output of the node is the first state variable, i.e. xi,1;
therefore, H = [1 0 0], the dynamical parameters of
the nodes are unknown, K = [1 1 1]T. We consider the
connections in the first six nodes.

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−3 − 0.2 cos 1 + 0.2 cos
(π t/100) (π t/100) 1 0 1 0 0 0 0 0

0 −2 1 1 0 0 0 0 0 0
0 0 −2 1 0 1 0 0 0 0
0 0 0 −1 0 1 0 0 0 0
0 0 1 0 −2 1 0 0 0 0
0 0 0 0 0 −1 1 0 0 0
0 0 0 0 0 0 −2 0 1 1
0 0 0 0 0 0 1 −1 0 0
0 0 0 0 0 0 0 1 −1 0
0 0 0 0 0 0 0 0 1 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
10×10

.

(10)

The identified constant b̂ij(t) among the first six nodes
is displayed in Figure 2(a), where different b̂ij(t) is plot-
ted using a different colour. It might be difficult to dis-
criminate them, but from the blow up steady state plot,
we know that the b̂ij(t) approach to their true values
after a transient oscillation. The time-varying param-
eters b11 and b12 are not given in Figure 2(a), but given
in Figure 2(b,c), respectively, where the red solid curve
represents the time-varying value of the variable and
the blue dotted curve represents the estimated value.
The identified connection matrix is given by Equation
(11) with b̂11 and b̂12 replaced with “*”.

⎛
⎜⎜⎜⎜⎜⎜⎝

* * 1.012 −0.002 0.996 0.006 0.001 −0.001 −0.004 −0.006
−7.02e − 13 −2.000 1.000 1.000 2.47e − 13 9.17e − 16 5.27e − 13 2.28e − 13 2.07e − 12 2.84e − 12
−7.28e − 15 −1.43e − 15 −2.000 1.000 −1.91e − 15 1.000 2.06e − 15 8.99e − 16 −7.03e − 15 −4.59e − 15
2.72e − 14 −1.12e − 13 −1.77e − 14 −1.000 −9.91e − 14 1.000 −2.63e − 14 5.50e − 14 6.87e − 14 −1.90e − 14

−2.57e − 15 −6.30e − 15 1.000 −1.25e − 16 −2.000 1.000 −2.32e − 15 −1.15e − 15 4.62e − 16 3.55e − 15
−8.63e − 16 6.58e − 15 −1.62e − 15 −6.09e − 16 5.03e − 15 −1.000 1.000 −6.39e − 15 −8.95e − 15 −3.51e − 15

⎞
⎟⎟⎟⎟⎟⎟⎠

6×10
(11)

From Equation (11), we learn that, when we trun-
cate the elements in Equation (11) to the corresponding
integer, we get a matrix with the same constant ele-
ments as those in Equation (10) except the time-varying
elements b11 and b12. This validates the identification
result very well. From Figure 2(b,c), the blue dotted
curve can track the red solid curve after a period of
transient state. This indicates that the proposedmethod

Figure 1. 10-node network topology with node dynamics as
the Lorenz system.

can identify the time-varying connection effectively. To
further validate the identification result, we define the
steady state root mean square error of the identification
results and is defined by

E = 1
(k2−k1+1)M·N

√
M∑
i=1

N∑
j=1

k2∑
k=k1

(bij(k) − b̂ij(k))
2
,

where k1 is the start time of the steady state and k2
is the end time of consideration, bij(k) represents the
sampled value of bij(t = k�t) and �t is the sampling
interval, they are the same for b̂ij . E for the identi-
fied matrix (11) is calculated as 4.9683× 10−5, which
is a very small value. Since xi1 have been used as
the driving signal, we use another state variable xi2 of
the node to verify the validity of identification results
as shown in Figure 3. From Figure 3, we know that
after a transient process, the state synchronization error
tends to 0, which means the states are synchronized
and the dynamics of the node are identified correctly.
Other nodes’ states can also be checked for the same
results.
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A 20-node network shown in Figure 4 is used as
another example. The node dynamics in the network
is given by

f̄i(xi) = fi(xi) + gi(xi)αi

=
⎛
⎝ 0

−xi1xi3
xi1xi2

⎞
⎠ +

⎛
⎝(xi2 − xi1) 0 0

0 xi2 0
0 0 xi3

⎞
⎠

⎛
⎝αi1

αi2
αi3

⎞
⎠ , (12)

which is the well-known Lü system when αi1 = 36 ,
αi2 = 20 , αi3 = −3 . The available output is xi,1, i.e.
H = [1 0 0]. The topologymatrixB for Figure 4 is given
by Equation (13). We are interested in the connections
between the first five nodes

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−3 − 0.2 cos 1 + 0.2 cos
(π t/500) (π t/500) 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 −2 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −3 0 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 −2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 −2 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 −2 0 1 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 −2 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 −2 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 −2 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 −2 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −3 1 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
20×20

.

(13)

The identified constant topology parameters b̂ij(t) in
the first five nodes are displayed in Figure 5(a), where
the blow up pictures are the steady state values. From
Figure 5(a), we know that b̂ij(t) approach to their true
values after a transient state. Although onemight not be
able to discriminate which line corresponds to which
bij, one does see the valid result from the identified
matrix given by Equation (14) by truncating the ele-
ments to the corresponding integers and comparing

them with Equation (13). E calculated for this example
is 2.6127× 10−6.

Figure 5(b,c) are the identification results of the
time-varying topological parameters b̂11 and b̂12,
respectively. The red solid curve in them repre-
sents the time-varying value of the variable and the
blue dotted curve in them represents the estimated
value.

⎡
⎢⎢⎢⎢⎣

* * 1.002 0.001 1.005 −0.004 −0.002 −0.003 −0.005 −0.005 0.003
6.05e − 14 −2.000 1.000 1.000 4.73e − 14 2.99e − 13 −5.10e − 13 1.67e − 13 −6.64e − 15 1.52e − 13 8.31e − 14
9.29e − 15 2.84e − 14 −1.000 1.000 −4.47 − 14 3.21e − 14 −1.33e − 14 −8.95e − 14 1.60e − 14 3.39e − 14 1.02e − 14
6.69e − 15 6.42e − 14 7.29e − 14 −3.000 −9.77e − 14 1.000 −7.14e − 14 1.000 −6.83e − 16 5.50e − 14 3.88e − 14
6.98e − 14 1.34e − 13 1.000 2.74e − 14 −2.000 1.000 −4.02e − 14 −2.12e − 13 −1.42e − 13 5.41e − 14 1.86e − 13

−0.008 0.002 0.006 −1.50e − 04 −0.003 −0.004 −0.011 −0.001 −5.97e − 04
4.34e − 14 2.69e − 13 −1.70e − 13 3.70e − 13 −5.40e − 14 2.59e − 13 8.70e − 13 5.60e − 14 6.07e − 14
7.89e − 14 1.19e − 14 2.52e − 14 8.36e − 14 −5.26e − 14 1.85e − 14 1.86e − 14 1.66e − 14 −8.46e − 14
3.96e − 14 7.77e − 15 −2.40e − 14 1.000 −3.74e − 15 2.25e − 14 1.58e − 14 5.58e − 14 −9.42e − 14
2.52e − 13 1.33e − 13 1.85e − 13 1.49e − 13 8.13e − 14 7.13e − 14 3.53e − 13 1.08e − 13 −9.24e − 14

⎤
⎥⎥⎥⎥⎦
5×20

(14)
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Figure 2. Topology identification results for the 10-node
Lorenz network.

From Figure 5(b,c) it can be noted that the blue dot-
ted curve can track the red solid curve after a period
of a transient state, which shows the effective identi-
fication for the time-varying parameters. We also use
another state variable x12 to verify the validity of cor-
rect dynamics identification, as shown in Figure 6. The
results indicate that the identified x12 is consistent with
that of the driving system.

Reference [10] also considers partial topology obser-
vation; however, it cannot deal with the time variant

Figure 3. Synchronization error of state x12 between the
response system and the drive system, subplot (a) is the time
sequences of the driving state variable and the correspond-
ing state variable of the response system, subplot (b) is the
synchronization error of state x12.

Figure 4. 20-Node network topology with node dynamics as
the Lü system.

parameters. To compare our proposed method with
the method proposed in [10], we design a test as fol-
lows: the dynamical parameter of node 1 in Figure 1,
i.e. α11 , steps from 10 to 11 at time 200s, the simula-
tion results using our proposedmethod and themethod
in [10] are given in Figure 7(a,b), respectively. Com-
paring Figure 7(a,b), we see that the network topol-
ogy with variant parameters can be identified correctly
using the proposed method, although there exists a
transient process. However, the method in [10] fails
to identify the parameters after the parameter changes
because the time-variant property of the parameters is
not considered in the method in [10].

Onemerit of our proposedmethod is that it does not
need all state variables of the node to accomplish the
synchronization with the drive system. However, the
selection of the state variable is an important issue. For
the same network configuration as shown in Figure 1, if
the node output is the second state variable, i.e.H = [0
1 0], the simulation results given in Figure 8 show that
the topology parameters do not converge at all.
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Figure 5. Topology identification results for the 20-node Lü
network.

Similarly, when only the third state of the node is
available for identification, it does not work too. The
reason for this is that the observability of each state vari-
able in a node dynamics is different. For Lorenz and Lü
systems, the first state variable is of the observability as
discussed elsewhere [32,33], the other two variables are
not. So if the state variablewith observability is available
for coupling andmeasurement, the proposedmethod is

Figure 6. Synchronization error of state x12 between the
response system and the drive system subplot. (a) Is the time
sequences of the driving state variable and the corresponding
state variable of the response system and subplot (b) is the
synchronization error of state x12.

Figure 7. Identified topology of the network with time-variant
parameter in Figure 1, when the dynamic parameter α11 steps
from 10 to 11 at t = 200 s.

effective; otherwise, it fails to identify. Fromour investi-
gation, the node dynamics being chaotic also helps the
identification process.
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Figure 8. The identified connection parameters when the sec-
ond state xi2 of the nodes in Figure 1 is used as the driving
signal.

Discussion 1: Due to the partial nodes being selected
to identify, the different groups of nodes will lead
to different identification errors. Generally speak-
ing, the more the number of nodes selected, the
higher the degree of synchronization, and the less
identification error.

Discussion 2: For the same number of nodes selected,
the groups with time-variant connection nodes
will lead to a larger identification error as com-
pared to the groups without time-variant connec-
tion nodes.

Discussion 3: Although there does exist a group of the
node with the fixed number of the node having the
least identification error among the groups with
the same node number. The node selection to be
identified depends on the practical requirement,
but does not depend on the identification error.

5. Conclusion

In this paper, we propose an adaptive identification
method for the topological parameters and the kinetic
parameters of the nodes using a synchronization-based
way. The stability of the error system is guaranteed by
the Lyapunov theory. We use the partial state variables
of the network to be identified to drive the response
network, which reduces the requirement for all state
variables as needed by some existing methods. Our
proposed method can identify the partial topological
parameters, which reduces the computation cost when
the network size is very large. The proposedmethod can
deal with the topological parameter and kinetic param-
eter variations, which is an obstacle for some existing
methods. However, the available state for the speci-
fied node dynamics is restricted to the state variables
with observability. That means the topology cannot

be identified if the drive state variable does not car-
rying enough dynamical information about the node
dynamics.
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