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Characteristic of unique positive solution for a fractional
q-difference equation with multistrip boundary conditions
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Abstract. We study a new fractional q-difference equation m-point boundary value prob-
lem supplemented with the Riemann-Stieltjes integral, while the nonlinear terms are in-
creasing. Using a fixed point theorem in cones, good characteristics of a unique positive
solution dependent on the parameter λ > 0 are established. An example demonstrating
the main results is presented.
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1. Introduction

In this paper, we consider the followingm-point boundary value problem of fractional
q-difference equation

Dα
q x(t) + λp(t)f(t, x(t)) = 0, t ∈ (0, 1),

Di
qx(0) = 0, 0 ≤ i ≤ n− 2,

µDα−1
q x(1)− να[x] =

m∑
j=1

βjD
γ
q x(ξj),

(1)

where Dα
q is the standard Riemann-Liouville fractional q-derivative, 0 < q < 1,

α ∈ (n − 1, n] is a real number, n ≥ 3, α − γ − 1 > 0, 0 < ξ1 < ξ2 < · · · < ξm <
1, βj ≥ 0, j = 1, 2, . . . ,m, λ > 0 is a parameter, µ, ν > 0, p : [0, 1] → R+, f is a

continuous function. α[x] denotes the Riemann-Stieltjes integral α[x] =
∫ 1

0
x(t)dΛ(t)

with respect to the function Λ : [0, 1] → R of bounded variation.
The original works on q-difference equations considered by Adams [1], Agarwal

[2], Al-Salam [6] and Jackson [10] have drawn widespread attention to various aspects
of biomathematics, physics and technical engineering due to intensive applications
of mathematical modeling. The nanofluids anomalous mass transfer problem or the
viscoelastic fluid boundary layer problem for example, the governing equations bear
on the anomalous motion of nanoparticles or the spatial fractional derivative plays
a key role in these problems; however, fractional differential equations can describe
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them well by similarity transformation, which can be used for further research in
the interdisciplinary areas. The details can be seen in [11, 14] and related themes.

Recently, the existence and multiplicity of positive, sign-changing or nontrivial
solutions for different kinds of boundary value problems such as integral, nonlocal,
multiple-point boundary problems and some others can be found in [3, 4, 7, 8, 9, 12,
13, 15, 16, 17]. In reality, an integral boundary condition is more convenient to em-
ploy as it can be able to cover nonlocal and multiple-point conditions as exceptional
cases. Many scholars deal with fractional differential equations involving Stieltjes
integral boundary conditions including many kinds of boundary conditions:

α[x] =

∫ 1

0

x(t)p(t)dt, p ∈ C([0, 1],R),

α[x] =

n∑
i=1

κix(δi), 0 < δi < 1, i = 1, 2, . . . , n.

Obviously, α[x] is not always positive for all positive x because κi, p(t) can be
negative.

For instance, Mao et al.[13] discussed a nonlocal boundary value problem as
follows: 

Dqx(t) + f(t, x(t)) = 0, t ∈ (0, 1),

x(1) = x′(1) = 0,

x(0) =
∫ 1

0
x(t)dΛ(t).

Here 2 < q ≤ 3, λ[x] =
∫ 1

0
x(t)dΛ(t) denotes a Stieltjes integral, Dqx is a left-handed

Riemann-Liouville derivative. The existence of a unique positive solution is derived
in view of iterative methods. Further, an estimation of the approximation error and
a convergence rate are also enunciated.

Liu et al.[12] investigated a singular nonlinear fractional differential equation

Dα
0+u(t) + a(t)f(t, u(t), Dβ1

0+u(t), . . . , D
βn−1

0+ u(t)) = 0,

with the conditions{
u(0) = u′(0) = · · · = u(n−2)u(0) = 0,

Dβ
0+u(1) =

∫ 1

0
l(t)D

βn−1

0+ u(t)dA(t),

where n− 1 < α ≤ n, i− 1 < βi ≤ i(i = 1, 2, . . . , n− 1), α− βn−1 > α− β > 1, a ∈
C((0, 1),R+), f : [0, 1]× (0,+∞)n → R+ and f, g may be singular.

∫ 1

0
l(t)u(t)dA(t)

denotes the Riemann-Stieltjes integral with a signed measure. By applying spectral
analysis of relevant linear operators and Gelfand’s formula, the existence of positive
solutions for this problem is established.

This paper considers the existence of a unique positive solution for problem (1)
by using a recent fixed point theorem in cones. It should be noted that m-point
boundary value problems of fractional q-difference equations supplemented with the
Stieltjes integral have not been encountered in previous works. In comparison with
the existing results, the new features are shown in this paper as follows: Firstly, the
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form of problem (1) is new and the boundary condition is more general as it includes a
multistrip fractional q-derivative of unknown function. Secondly, instead of applying
the method of upper-lower solutions, we use a recent fixed point theorem in normal
cones to get the main existence results. Thirdly, successive iterative schemes starting
at any initial point will be constructed to converge uniformly to the unique solution.
Most importantly, we can give some good characteristic of a unique positive solution
dependent on the parameter λ > 0.

2. Preliminaries

In this section, we recall some useful definitions and lemmas, which we can refer to
[1, 5, 10].

Definition 1 (see [2]). Let α ≥ 0 and f be a function defined on [0, 1]. The fractional
q-integral of Riemann-Liouville type is I0q f(t) = f(t) and

Iαq f(t) =
1

Γq(α)

∫ t

0

(t− qs)(α−1)f(s)dqs, α > 0.

Note that Iαq f(t) = Iqf(t) when α = 1.

Definition 2 (see [2]). The fractional q-derivative of Riemann-Liouville type of
order α ≥ 0 is defined by

Dα
q f(t) = Dk

q I
k−α
q f(t), t ∈ [0, 1],

where k is the smallest integer greater than or equal to α.

Moreover, let α > 0, k be the smallest integer greater than or equal to α. Then

Iαq D
α
q f(t) = f(t)−

k−1∑
n=0

tα−k+n

Γq(α− k + n+ 1)
Dα

q f(0), k ∈ N. (2)

First, we consider the following boundary value problem:
Dα

q x(t) + y(t) = 0, α ∈ (n− 1, n], t ∈ (0, 1),

Di
qx(0) = 0, 0 ≤ i ≤ n− 2,

µDα−1
q x(1)− ν

∫ 1

0
x(t)dΛ(t) =

m∑
j=1

βjD
γ
q x(ξj).

(3)

We require the following assumption:

(F0) Λ : [0, 1] → R is a function of bounded variation and

ϖ := µΓq(α)−
Γq(α)

Γq(α− γ)

m∑
j=1

βjξ
α−γ−1
j − νA > 0,

A :=

∫ 1

0

tα−1dΛ(t) ≥ 0,

ζ(s) :=

∫ 1

0

H(t, qs)dΛ(t) ≥ 0
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for

H(t, qs) =
1

Γq(α)

 tα−1 − (t− qs)(α−1), 0 ≤ qs ≤ t ≤ 1,

tα−1, 0 ≤ t ≤ qs ≤ 1.
(4)

Let

K(ξj , qs) =
1

Γq(α− γ)

 ξα−γ−1
j − (ξj − qs)(α−γ−1), 0 ≤ qs ≤ ξj ≤ 1,

ξα−γ−1
j , 0 ≤ ξj ≤ qs ≤ 1.

(5)

Lemma 1. Assume (F0) holds and y ∈ C[0, 1]. Then problem (3) has a unique
solution

x(t) =

∫ 1

0

G(t, qs)y(s)dqs, (6)

where

G(t, qs) = H(t, qs) +

m∑
j=1

βjt
α−1

ϖ
K(ξj , qs) +

νtα−1

ϖ
ζ(s). (7)

Proof. For t ∈ [0, 1], q-integrating from 0 to t for the first equation in (3), and by
means of definitions 1, 2 and (2), one can see that

x(t) = c1t
α−1 − Iαq y(t), c1 ∈ R.

Since

Dα−1
q x(1) = c1Γq(α)−

∫ 1

0

y(s)dqs, (8)

Dγ
q x(ξj) = c1

Γq(α)

Γq(α− γ)
ξj

α−γ−1 − 1

Γq(α− γ)

∫ ξj

0

(ξj − qs)(α−γ−1)y(s)dqs. (9)

Combining (8) and (9), we obtain

c1 =
1

ϖ

[
µ

∫ 1

0

y(s)dqs−
ν

Γq(α)

∫ 1

0

∫ t

0

(t− qs)(α−1)y(s)dqsdΛ(t)

− 1

Γq(α− γ)

m∑
j=1

βj

∫ ξj

0

(ξj − qs)(α−γ−1)y(s)dqs

 ,
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and then we deduce that

x(t)

=
1

Γq(α)

∫ 1

0

tα−1y(s)dqs−
1

Γq(α)

∫ t

0

(t− qs)(α−1)y(s)dqs

+
νtα−1

ϖΓq(α)

[∫ 1

0

∫ t

0

(
tα−1−(t− qs)(α−1)

)
y(s)dqsdΛ(t)+

∫ 1

0

∫ 1

t

tα−1y(s)dqsdΛ(t)

]

+
tα−1

ϖΓq(α− γ)

 m∑
j=1

βj

∫ 1

0

ξj
α−γ−1y(s)dqs−

m∑
j=1

βj

∫ ξj

0

(ξj − qs)(α−γ−1)y(s)dqs



=

∫ 1

0

H(t, qs)y(s)dqs+

∫ 1

0

νtα−1

ϖ
ζ(s)y(s)dqs+

∫ 1

0

m∑
j=1

βjt
α−1

ϖ
K(ξj , qs)y(s)dqs.

The proof is completed.

Lemma 2. Green’s functions H(t, qs), K(t, qs) and G(t, qs) have the following prop-
erties:

(i)

H(t, qs) > 0, t, s ∈ (0, 1),

and

H(t, qs) ≤ 1

Γq(α)
tα−1 ≤ 1

Γq(α)
, ∀t, s ∈ [0, 1];

(ii)

tα−1H(1, qs) ≤ H(t, qs) ≤ H(1, qs), ∀t, s ∈ [0, 1];

tα−γ−1K(1, qs) ≤ K(t, qs) ≤ K(1, qs), ∀t, s ∈ [0, 1];

(iii)

tα−1

Γq(α)
P (s) ≤ G(t, qs) ≤ tα−1

Γq(α)
(P + Pm),

where

P (s) = [1− (1− qs)(α−1)]P + [1− (1− qs)(α−γ−1)]P1,

Pi =

Γq(α)
m∑
j=1

βjξi
α−γ−1

ϖΓq(α− γ)
, i = 1,m, P = 1 +

νA

ϖ
, ∀t, s ∈ [0, 1].

Proof. The conclusions (i) and (ii) are clearly established, so we only prove (iii).
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By means of (i) and (ii), we obtain

G(t, qs) =H(t, qs) +
1

ϖ

m∑
j=1

βjt
α−1K(ξj , qs) +

νtα−1

ϖ
ζ(s)

≤ tα−1

Γq(α)
+

νtα−1

ϖΓq(α)

∫ 1

0

tα−1dΛ(t) +

m∑
j=1

βjt
α−1ξm

α−γ−1

ϖΓq(α− γ)

=
tα−1

Γq(α)

1 + νA

ϖ
+

Γq(α)
m∑
j=1

βjξm
α−γ−1

ϖΓq(α− γ)

 =
tα−1

Γq(α)
(P + Pm).

Moreover, we have

G(t, qs)

≥ tα−1H(1, qs) +
1

ϖ

m∑
j=1

βjt
α−1ξα−γ−1

1 K(1, qs) +
νtα−1

ϖ

∫ 1

0

tα−1H(1, qs)dΛ(t)

≥ tα−1

Γq(α)

(1 + νA

ϖ

)(
1−(1−qs)(α−1)

)
+

Γq(α)
m∑
j=1

βjξ
α−γ−1
1

ϖΓq(α− γ)

(
1−(1−qs)(α−γ−1)

)
=

tα−1

Γq(α)
P (s).

Let (E, ∥ · ∥) be a real Banach space, which is partially ordered by a cone Q ⊂ E.
For fixed h > θ, i.e., h ≥ θ, h ̸= θ, a set Qh is given by Qh = {x ∈ E | x ∼ h}.
Here the notation x ∼ y means that for any x, y ∈ E, there exist µ > 0 and ν > 0
such that µx ≤ y ≤ νx. Obviously, Qh ⊂ Q.

Next, we give a recent fixed point theorem presented in [18], that will play a key
role in the following analysis.

Lemma 3. Let Q be a normal cone in a real Banach space E with h > θ, T : Q → Q
an increasing operator satisfying the following:

(i) there is h0 ∈ Qh such that Th0 ∈ Qh;

(ii) for any x ∈ Q, r ∈ (0, 1), there exists φ(r) ∈ (r, 1) such that T (rx)(t) ≥
φ(r)Tx(t).

Then:

1. the operator equation Tx = x has a unique solution x∗ in Qh;

2. for any x0 ∈ Qh, by constructing the sequence xn = Txn−1, n = 1, 2, . . . , we
get xn → x∗ as n → ∞.
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Remark 1. It is noteworthy that if φ(r) = r, r ∈ (0, 1) in Lemma 3. Then the
operator T : Q → Q is said to be sub-homogeneous; if φ(r) = rγ , 0 ≤ γ < 1 in
Lemma 3, T : Q → Q is said to be γ-concave.

Lemma 4. On the basis of Lemma 3. If xλ is the unique solution of operator
equation Tx = λx for λ > 0, then we obtain:

(i) xλ is strictly decreasing in λ; namely, 0 < λ1 < λ2 implies xλ1
> xλ2

;

(ii) if there exists γ ∈ (0, 1) such that φ(r) ≥ rγ for r ∈ (0, 1), then xλ is continuous
in λ; namely, λ → λ0 (λ0 > 0) implies ∥xλ − xλ0∥ → 0;

(iii) limλ→+∞ ∥xλ∥ = 0, limλ→0+ ∥xλ∥ = +∞.

3. Unique positive solution

In this paper, we work in Banach space E = C[0, 1], equipped with the norm ∥x∥ =
max{|x(t)| : t ∈ [0, 1]}. Define the standard cone Q = {x ∈ C[0, 1]|x(t) ≥ 0, t ∈
[0, 1]}. Then Q is normal. The operator T : E → E is given by

Tx(t) =

∫ 1

0

G(t, qs)p(s)f(s, x(s))dqs, t ∈ [0, 1]. (10)

Theorem 1. Suppose that (F0) holds. In addition,

(F1) f ∈ C([0, 1]× R+,R+), p ∈ C([0, 1],R+), f(t, 0) ̸≡ 0, p(t) ̸≡ 0 for t ∈ [0, 1];

(F2) f(t, x) is increasing in x for each t ∈ [0, 1];

(F3) for any r ∈ (0, 1), there exists φ(r) ∈ (r, 1) such that f(t, rx) ≥ φ(r)f(t, x), ∀t ∈
[0, 1], x ∈ R+.

Then:

1. For any fixed λ > 0, problem (1) has a unique positive solution x∗
λ ∈ Qh,

where h(t) = tα−1, t ∈ [0, 1]. In addition, for any initial value x0 ∈ Qh, by
constructing the sequence

xn(t) = λ

∫ 1

0

G(t, qs)p(s)f(s, xn−1(s))dqs, n = 1, 2, . . . ,

one has limn→+∞ xn(t) = x∗
λ(t), t ∈ [0, 1];

2. x∗
λ is strictly increasing in λ, that is, 0 < λ1 < λ2 means x∗

λ1
< x∗

λ2
;

3. If there exists γ ∈ (0, 1) and φ(t) ≥ tγ , t ∈ (0, 1), then x∗
λ is continuous in λ;

4. limλ→+∞ ∥xλ∥ = +∞, limλ→0+ ∥xλ∥ = 0.
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Proof. It is easy to see that x(t) is the solution of problem (1) if and only if x(t) =
λTx(t). From Lemma 2 and (F1), T : Q → Q is obvious. We can also easily get
that T : Q → Q is increasing by condition (F2).

Now we check that T satisfies all assumptions of Lemma 3. First, for the con-
dition (i) of Lemma 3, we take h(t) = tα−1 ≥ 0, that is, h ∈ Q. Now we show that
Th ∈ Qh. Set

τ1 =

∫ 1

0

P (s)

Γq(α)
p(s)f(s, 0)dqs, τ2 =

∫ 1

0

P + Pm

Γq(α)
p(s)f(s, 1)dqs,

since µ ≥ 0, f is increasing with f(t, 0) ̸≡ 0, p(t) ̸≡ 0, in line with Lemma 2, we can
easily get 0 < τ1 ≤ τ2. From (F2), we have

Th(t) =

∫ 1

0

G(t, qs)p(s)f(s, sα−1)dqs

≤
∫ 1

0

tα−1

Γq(α)
(P + Pm)p(s)f(s, 1)dqs

=

∫ 1

0

P + Pm

Γq(α)
p(s)f(s, 1)dqs · tα−1 = τ2h(t).

Moreover, we get

Th(t) ≥
∫ 1

0

tα−1

Γq(α)
P (s) · p(s)f(s, 0)dqs

=

∫ 1

0

P (s)

Γq(α)
p(s)f(s, 0)dqs · tα−1 = τ1h(t).

Hence, τ1h(t) ≤ Th(t) ≤ τ2h(t), t ∈ [0, 1]. That is, τ1h ≤ Th ≤ τ2h, then Th ∈ Qh.
Next, for r ∈ (0, 1), x ∈ Q, it follows from (F3) that

T (rx)(t) =

∫ 1

0

G(t, qs)p(s)f(s, rx(s))dqs ≥ φ(r)

∫ 1

0

G(t, qs)p(s)f(s, x(s))dqs

=φ(r)Tx(t), t ∈ [0, 1].

Then we have T (rx) ≥ φ(r)Tx, ∀x ∈ Q, r ∈ (0, 1). Therefore, all conditions of
Lemma 3 are satisfied. Finally, by Lemma 4, there exists a unique x∗

λ ∈ Qh such
that Tx∗

λ = 1
λx

∗
λ, i.e., λTx

∗
λ = x∗

λ. Then

x∗
λ(t) = λ

∫ 1

0

G(t, qs)p(s)f(s, x∗
λ(s))dqs, t ∈ [0, 1].

Considering Lemma 1, x∗
λ is a unique positive solution of problem (1) for given

λ > 0. From Lemma 4 (i), x∗
λ is strictly increasing in λ, i.e., 0 < λ1 < λ2 implies

x∗
λ1

≤ x∗
λ2
, x∗

λ1
̸= x∗

λ2
. And one has limn→+∞ ∥x∗

λ∥ = +∞, limλ→0+ ∥x∗
λ∥ = 0.

Further, if there exists γ ∈ (0, 1) such that φ(r) ≥ rγ for r ∈ (0, 1), Lemma 4 shows
that x∗

λ is continuous in λ, i.e. ∥x∗
λ − x∗

λ0
∥ → 0 as λ → λ0 (λ0 > 0).
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Let Tλ = λT . For Tλ, all conditions of Lemma 3 are satisfied. Thus, for any
initial value x0 ∈ Qh, constructing the sequence xn = Tλxn−1, n = 1, 2, . . . , one has
xn → x∗

λ as n → +∞. That is,

xn(t) = λ

∫ 1

0

G(t, qs)q(s)f(s, xn−1(s))dqs, n = 1, 2, . . . ,

and limn→+∞ xn(t) = x∗
λ(t), t ∈ [0, 1].

Remark 2. For condition (F3), fix φ(r) = rγ , γ ∈ (0, 1), then for any initial value
x0 ∈ Qh, xn(t) → x∗

λ(t) as n → ∞; further from the proof of Theorem 2.1 [18], we
have the error estimation

∥xn − x∗
λ∥ = ◦(1− ργ

n

), n → ∞,

here ρ ∈ (0, 1) is a constant hinge on x0.

Corollary 1. Assume (F0) − (F3) hold. Then the following fractional differential
equation with m-point boundary conditions

Dα
q x(t) + p(t)f(t, x(t)) = 0, t ∈ (0, 1),

Di
qx(0) = 0, 0 ≤ i ≤ n− 2,

µDα−1
q x(1)− να[x] =

m∑
j=1

βjD
γ
q x(ξj),

(11)

has a unique positive solution x∗ in Qh, where h(t) = tα−1, t ∈ [0, 1]. Moreover, for
x0 ∈ Qh, constructing the sequence

xn(t) =

∫ 1

0

G(t, qs)p(s)f(s, xn−1(s))dqs, n = 1, 2, . . . ,

then limn→+∞ xn(t) = x∗(t), t ∈ [0, 1].

Corollary 2. Assume (F1) − (F3) hold. Then the following fractional differential
equation with m-point boundary conditions{

Dα
q x(t) + λf(t, x(t)) = 0, t ∈ (0, 1),

Di
qx(0) = 0, 0 ≤ i ≤ n− 2, µDα−1

q x(1) = 0,
(12)

has a unique positive solution x∗
λ in Qh, where h(t) = tα−1, t ∈ [0, 1]. Moreover, for

x0 ∈ Qh, constructing the sequence

xn(t) = λ

∫ 1

0

H(t, qs)f(s, xn−1(s))dqs, n = 1, 2, . . . ,

and limn→+∞ xn(t) = x∗
λ(t), t ∈ [0, 1].

Remark 3. The results like Theorem 1 and Corollaries 1, 2 of fractional q-difference
equations supplemented with the Stieltjes integral condition have not been found in
previous references. Not only the new existence criteria of a unique solution with
respect to λ of problem (1) are gained, but also an iterative scheme can be constructed
to approach the unique solution.
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Remark 4. If q → 1−, then problem (1) becomes the usual fractional differential
equation and we can obtain the corresponding results, which are also new.

In the end, an interesting example is given to show the practicability of the main
result.

Example 1. Consider the boundary value problem:
D

9
2
q x(t) + λ ln 1

t

(√
2t2 + [x(t)]

3
2 t+ 1

) 1
2

= 0, t ∈ (0, 1),

x(0) = Dqx(0) = D2
qx(0) = D3

qx(0) = 0,

µD
7
2
q x(1)− να[x] =

2∑
j=1

βjD
5
2
q x(ξj);

(13)

here n = 5, m = 2, q = 1
2 , α = 9

2 , γ = 5
2 , p(t) = ln 1

t > 0, µ = 16, ν = 1, β1 =
1
2 , β2 = 1

3 , ξ1 = 1
4 , ξ2 = 1

7 , and

f(t, x) =
(√

2t2 + x
3
2 t+ 1

) 1
2

, t ∈ (0, 1).

We find that f(t, 0) =
(√

2t2 + 1
) 1

2 > 0, f(t, x) is increasing in x for x ∈ [0,+∞), t ∈
[0, 1]. Then the conditions (F1) and (F2) hold. Given φ(r) = r

3
4 , we have φ(r) ∈

(r, 1), r ∈ (0, 1). Then for x ∈ R+, we get

f(t, rx) =
(√

2t2 + [rx(t)]
3
2 t+ 1

) 1
2 ≥ r

3
4

(√
2t2 + [x(t)]

3
2 t+ 1

) 1
2

= φ(r)f(t, x).

We can discuss several cases about α[x]:

1. Let α[x] = 0; then we have A = 0, µ, ν > 0, and

Γq(α)

Γq(α− γ)

m∑
j=1

βjξ
α−γ−1
j = Γq(9/2)(β1ξ1+β2ξ2) ≈ 0.0145 < µΓq(9/2), i.e.,ϖ > 0.

2. Let α[x] = 1
2x(

1
2 )−

1
5x(

1
3 ); then A = α[t

7
2 ] = 1

16
√
2
− 1

135
√
3
≈ 0.0399 > 0 and

Γq(α)
2∑

j=1

βjξj+νA =
29

168
Γq(9/2)+A ≈ 0.0544 < µΓq(9/2) ≈ 1.3391, i.e.,ϖ > 0.

3. Let α[x] =
∫ 1

0
(3t−1)x(t)dt and the function 3t−1 changes the sign for t ∈ [0, 1].

Then we have

A =

∫ 1

0

(3t− 1)t
7
2 dt =

32

99
> 0, Γq(α)

2∑
j=1

βjξj + νA ≈ 0.3377 < µΓq(9/2).
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All the conditions of Theorem 1 are satisfied, so we can claim that problem (13) has

a unique positive solution x∗
λ ∈ Qh, here h(t) = t

7
2 . Further, for x0 ∈ Qh, construct

the sequence

xn(t) = λ

∫ 1

0

G(t, qs) ln
1

s

(√
2s2 + [xn−1(s)]

3
2 s+ 1

) 1
2

dqs, n = 1, 2, . . .

Then xn(t) → x∗
λ(t) as n → ∞.
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