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ABSTRACT

In this paper multilayer perceptron (MLP) approach to condition-based maintenance of combined 
diesel-electric and gas (CODLAG) marine propulsion system is presented. By using data available in 
UCI, online machine learning repository, MLPs for prediction of gas turbine (GT) and GT compressor 
decay state coefficients are designed. Aforementioned MLPs are trained and tested by using 11 934 
samples, of which 9 548 samples are used for training and 2 386 samples are used testing. In the 
case of GT decay state coefficient prediction, the lowest mean relative error of 0.622 % is achieved 
if MLP with one hidden layer of 50 artificial neurons (AN) designed with Tanh activation function is 
utilized. This configuration achieves the best results if it is trained by using L-BFGS solver. In the case 
of GT compressor decay state coefficient, the best results are achieved if MLP is designed with four 
hidden layers of 100, 50, 50 and 20 ANs, respectively. This configuration is designed by using Logistic 
sigmoid activation function. The lowest mean relative error of 1.094 % is achieved if MLP is trained 
by using L-BFGS solver. 

1	 Introduction

With the ever-rising trend of computer utilization in 
complex engineering problems solving, a possibility of im-
plementing computer technology for solving maintenance 
problems arises. Maintenance can be defined as a set of 
operations performed with aim to restore the functional-
ity of an item [1], and it can be divided into two basic types
•	 Corrective maintenance and
•	 Preventive maintenance.

Corrective maintenance is a failure-driven mainte-
nance, and it is performed in cases when the item is show-
ing signs of malfunctioning [2]. In other words, corrective 
maintenance is maintenance performed on principle “fix 
it when it brakes”. Such approach can often produce high 
maintenance costs due to equipment price, ship delay, 
etc [3]. On the other hand, preventive maintenance can 
provide in-time action from the maintenance aspect and 
can significantly reduce maintenance costs [4]. One ap-
proach to preventive maintenance is to perform condi-

tion-based maintenance. Condition-based maintenance 
is maintenance approach that makes decision accord-
ing to monitored parameters of the process or the object 
[5]. Decision is often performed by using artificial intelli-
gence (AI) algorithms [6–8]. Condition-based (preventive) 
maintenance can be also successfully used in marine pro-
pulsion systems or its components.

Marine propulsion systems in worldwide fleet nowa-
days are primarily based on diesel engines of any type 
[9,10]. The dominant presence of diesel engines enables 
the development of different numerical models for re-
search and analysis of their operating parameters [11], for 
optimization of their processes [12] and for investigation 
of reducing its emissions [13,14].

In some parts of shipping transport industry, the steam 
propulsion systems have still maintained a dominant role, 
as in a transport of liquefied natural gas (LNG) [15,16]. 
The basic elements of such propulsion systems are steam 
turbines – main [17] and auxiliary [18] along with all of 
its components necessary for operation [19]. However, the 
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volume of diesel engines utilization in this part of shipping 
transport industry is rapidly increasing, due to utilization 
of dual fuel diesel engines [20]. 

Along with mentioned ones, it should be noted that 
new marine propulsion systems which are based on vari-
ous combinations of gas turbine, steam turbine and diesel 
engine (or more of them) are currently under the devel-
opment [21,22]. Such complex systems integrate in one 
engine room several benefits of each propulsion element 
in a current combination. Usually, one of many goals in 
front of such complex marine propulsion systems is reduc-
ing overall emissions from the ship [23]. One of such new 
complex marine propulsion systems is combined diesel-
electric and gas (CODLAG) in which electrical motor (driv-
en by diesel-generator) and gas turbine (or more of them) 
simultaneously drive main propulsion propeller.

In this paper, a multilayer perceptron (MLP) approach 
for condition-based maintenance of marine CODLAG pro-
pulsion system vital parts – gas turbine (GT) and GT com-
pressor is proposed. MLP is a subclass of artificial neural 
networks (ANN), based on feedforward architecture [24]. 
Artificial neural networks are today widely used for solv-
ing classification and regression tasks in cancer recogni-
tion [25, 26], sepsis prediction [27], recognition of marine 
objects [28], prediction of marine diesel engine param-
eters [29], etc. MLP can be considered as the most popu-
lar ANN subclass, due to its high classification [30,31] and 
regression performances [32,33] in problems similar to 
condition-based maintenance of marine CODLAG propul-
sion system components. 

In this research, a possibility of MLP implementation 
in tasks of GT and GT compressor decay state coefficients 
prediction is investigated. From these reasons following 
questions arises:
•	 Is there a possibility of MLP implementation for GT and 

GT compressor decay state coefficients prediction?
•	 How various hyperparameters affect MLP predictive 

performance?
•	 How solver type influences MLP predictive perfor- 

mance?

2	 Materials and methods

2.1	 Dataset description

In this paper, dataset in regard of combined diesel-elec-
tric and gas (CODLAG) marine propulsion system which 
operates in Frigate propulsion plant is used. This dataset 
is created by using simulation data presented in [6]. On 
the scheme of CODLAG propulsion system can be seen that 
propulsion is achieved with combination of electrical mo-
tors and GT, Fig. 1. 

Electrical  power for the  operation  of  electric  motors 
is  produced  with  diesel  engine-powered electrical gen-
erators (diesel-generators). Power generated with GT and 
two electrical motors is used to drive two Frigate propel-

Fig. 1 Scheme of Frigate CODLAG propulsion system 
(GT – gas turbine; M – electrical motor; G – electrical generator; 
D – diesel engine; B – gear box; C – clutch; P – Frigate propeller 

Source: Authors

lers  and it is transmitted through the  system  designed 
with three gear boxes and four clutches. 

GT used in CODLAG propulsion system shown in Fig. 
1 is based on two-shaft arrangement with a compressor, 
high pressure (HP) and low pressure (LP) GT, as presented 
in Fig. 2. It can be noticed that power produced with HP GT 
is used for compressor drive only, while power produced 
with LP GT is used for ship propulsion, together with pow-
er produced by electrical motors. In this configuration, HP 
GT (along with compressor and combustion chamber) is 
“gas generator” [34] and LP GT is free power shaft turbine, 
without any mechanical connection to HP GT (connection 
is achieved only by the flue gases). 

The decay state coefficient can be used as a numerical 
indicator of the GT and GT compressor condition and it 
can be used as an indicator of system maintenance needs. 
Decay of GT and GT compressor is simulated in [6] using 
MatLab where is concluded that decay of GT and GT com-
pressor is the consequence of fouling. Source of fouling 
can be found in exhaust gases and oil vapors that produce 
a layer of impurities on the blades of GT and in impurities 
of air which enters in GT compressor suction side (regard-
less of air filter usage). The simulation effect of fouling is, 
in the case of GT compressor, simulated as a decrease of 
airflow rate Mc and isentropic efficiency ηc. In the case of 
GT, fouling is simulated as gas flow rate decrease. 

Dataset described in [6] is publicly available in UCI 
online machine learning repository and it consists of 16 
input parameters and two output parameters, shown in 
Table 1. It should be noted that in decay state coefficients 
analysis, from this point on, term gas turbine (GT) is re-
lated to both turbine cylinders (HP and LP).
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Fig. 2 Scheme of gas turbine used in marine CODLAG propulsion system 
(C – compressor; B – combustion chamber; HP – high pressure turbine; LP – low pressure turbine) 

Source: Authors

Table 1 Dataset parameters

Input parameters
Parameter Range Unit

Lever position 1.138 – 9.3 -
Ship speed (v) 3 – 27 kn
LP turbine shaft torque (LPT) 253.547 – 72784.872 kNm
LP turbine rate of revolutions (LPn) 1307.675 – 3560.741 rpm
Gas generator rate of revolutions (GGn) 6589.002 – 9797.103 rpm
Starboard propeller torque (Ts) 5.304 – 645.249 kNm
Port propeller torque (Tp) 5.304 – 645.249 kNm
HP turbine exit temperature (T48) 442.364 – 1115.797 K
GT compressor inlet air temperature (T1) 288 K
GT compressor outlet air temperature (T2) 540.442 – 789.094 K
HP turbine exit pressure (P48) 1.093 – 4.56 bar
GT compressor inlet air pressure (P1) 0.998 bar
GT compressor outlet air pressure (P2) 5.828 – 23.14 bar
LP turbine exit pressure (Pexh) 1.019 – 1.052 bar
Combustion chamber injection control (CCIC) 0 – 92.556 %
Fuel flow (mf) 0.068 – 1.832 kg/s

Output parameters
GT compressor decay state coefficient 0.95 – 1 -
GT decay state coefficient 0.975 – 1 -

Dataset consists of 11 934 samples in total, of which 9 548 samples are used for MLP regressor training and 2 386 samples are used for MLP regressor 
testing. 
Source: Authors

2.2	 Multilayer perceptron (MLP)

For the purpose of this research, MLP is used. MLP is 
a type of feed-forward artificial neural network (ANN) 
which is characterized with three different layer types: 
•	 input layer, 

•	 hidden layer and 

•	 output layer.

If MLP is well designed, it can distinguish data that is 
not linearly separable. Because of this property, MLP can 
be utilized for solving various regression and classification 
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problems ��������������������������������������������������[35]����������������������������������������������. ��������������������������������������������Every artificial neuron (AN), the key build-
ing element of each MLP, is designed by using activation 
function [36]. Output of each AN is defined by activation 
function (Y):

( ),	 (1)

where u represents a sum of all AN weights (wi) multiplied 
with all input values (xi):

. 

	

(2)

In the case of first hidden layer, input values are image 
pixels values. In this research three basic activation func-
tions are used, and these functions are: Tanh, Logistic sig-
moid and ReLU [36 – 38].

2.2.1 Tanh Activation Function

Tanh activation function is, in fact, a hyperbolic tangent 
function [36] and it can be written as:

( ) ( ) =
( )

)
, 

	
(3)

where x represents function argument, in case of AN ar-
gument is result of the sum, u. This functions maps values 
from domain interval:

 ,	 (4)

into the codomain interval

. 	 (5)

2.2.2 Logistic Sigmoid Activation Function

Logistic sigmoid activation function can be written as 
[39]:

( ) =
)
. 

	
(6)

A key difference between Logistic sigmoid and Tanh ac-
tivation function is that Logistic sigmoid maps all domain 
values into the co-domain interval:

.	 (7)

In the case when Logistic sigmoid is used, output value 
will be positive. This does not have to be a case when Tanh 
activation function is used.

2.2.3 ReLU Activation Function

As a difference of aforementioned activation functions, 
ReLU activation function does not transform input values 
[40]. In the case of ReLU activation function, output val-
ues will be equal to input values if input values are greater 
than zero. This property can be written as:

( ) .
	

(8)

By combining ANs, MLP can be constructed [41]. Block 
scheme of used MLP is shown in Fig. 3. In the block scheme 
of MLP, each circle represents one AN together with sum 

Fig. 3 Block scheme of used MLP 

Source: Authors
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and activation function. Input nodes are shown at the left 
side of the block scheme and the output node is shown at 
the right side. Lines between nodes are representing syn-
apses between neurons.

In order to find relations between input and output val-
ues of the described dataset, technique called supervised 
learning is used. Supervised learning is the machine learn-
ing technique that maps input values to paired output 
value. This is achieved by using optimization algorithms 
(solvers). In the case of this research, three different solv-
ers are utilized, and these are:
•	 Limited-memory Broyden-Fletcher-Goldfarb-Shanno 

algorithm (L-BFGS) [42],
•	 Stochastic gradient descent algorithm (SGD) [43] and
•	 Adaptive learning rate optimization algorithm (Adam) 

[44].
In this research, six different configurations of MLP 

hidden layers are designed. All configurations are shown 
in Table 2, where first column represents numerical des-
ignation of each configuration. In other columns (2-5), 
number of neurons is shown for each hidden layer respec-
tively. On this way, six different configurations of MLP are 
designed.

3	 Research methodology 

For the analysis performed in this paper, 54 different 
MLPs are designed by varying different activation func-
tions, solvers and configurations of hidden layers. On this 
way, aforementioned MLPs are trained and tested for each 
of decay state coefficients individually. As a first measure 
of MLP regression performance, mean relative error of 
each predicted decay state coefficient is used. Mean rela-
tive error can be calculated as:

= ,

	

(9)

where N is the number of samples in test dataset and di 
is a percent relative error of predicted decay state coeffi-
cient, calculated as:

=
| |

	
(10)

where yti represents true value of decay state coefficient 
and yri represents predicted decay state coefficient for one 
sample of input parameters. By using Eq. (9) and Eq. (10), 
mean relative error of each MLP will be calculated. In the 
case of both decay state coefficients, MLP with the lowest 
mean relative error for each activation function will be 
presented. For aforementioned MLPs, mean relative error 
for each value of decay state coefficient in test dataset will 
be calculated as:

= ,

	
(11)

where M represents number of samples with the same 
value of true decay state coefficient, and dj is calculated as:

=  
	

(12)

By using presented criteria, possibility of MLP utiliza-
tion for prediction of GT compressor decay state coeffi-
cient and GT decay state coefficient will be discussed.

4	 Results and discussion 

4.1	 Prediction of GT compressor decay state 
coefficient

When MLPs for prediction of GT compressor decay 
state coefficient are compared, it can be seen that mean 
relative error lower than 1.3 % is achieved if Logistic 
sigmoid or Tanh activation function is used, as shown in 
Table 3. In the case of Logistic sigmoid activation func-
tion, the lowest mean relative error achieved is 1.094 %. A 
slightly higher mean relative error of 1.294 % is achieved 
if Tanh activation function is utilized. If MLPs are designed 
with ReLU activation function, error rates are significantly 
higher. The lowest mean relative error achieved with these 
MLPs is 11.421 %. It can be noticed that the lowest mean 
relative error of MLP designed with any of three afore-

Table 2 Configurations of hidden layers with number of neurons in each layer

Hidden layers
No. 1 2 3 4
1. 50 - - -
2. 100 - - -
3. 50 20 - -
4. 100 20 - -
5. 100 50 20 -
6. 100 50 50 20

Source: Authors
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mentioned activation functions is achieved if L-BFGS solv-
er is utilized. 

If Logistic sigmoid activation function is used, MLP 
achieves the highest accuracy if it is designed with one 
hidden layer of 100 ANs. In the case of Tanh, the lowest 
mean relative error is achieved if MLP with one hidden 
layer of 50 Ans is utilized. In the case of ReLU activation 
function, the lowest mean relative error is achieved if MLP 
is designed with four hidden layers with 100, 50, 50 and 
20 ANs, respectively. 

When mean relative errors for each of real values in 
test dataset are compared it can be seen that, if ReLU acti-
vation function is used, the highest mean relative error oc-
curs in the case when the real value is equal to 0.965. In all 
other cases, mean relative error is, in the absolute value, 
lower than 25 %, as shown in Fig. 4.

Fig. 4 Mean relative error of GT compressor decay state 
coefficient prediction for each real value in the case of ReLU 

activation function 

Source: Authors

In the case of Tanh activation function, it can be no-
ticed that mean relative error, in absolute value, do not 
exceed 3 %, regardless of the real value. It can also be no-
ticed that the lowest mean relative error is achieved for 
samples with real value between 0.97 and 0.98, as shown 
in Fig. 5.

Furthermore, in Fig. 5 can be noticed that for samples 
with lower real value, predicted values are higher than 
real, while in the case of higher real values, values predict-
ed with MLP are slightly lower. 

Fig. 5 Mean relative error of GT compressor decay state 
coefficient prediction for each real value in the case of Tanh 

activation function 

Source: Authors

Similar properties are noticed in the case of Logistic 
sigmoid activation function, Fig. 6. In this case, MLP also 
achieves mean absolute value of relative errors lower than 
3 %. Most significant difference between two aforemen-
tioned MLPs is slightly higher oscillations of mean error 
values in the case of Logistic sigmoid activation function. 
Described trend in regard of positive and negative relative 
errors is also present, as shown in Fig. 6.

Fig. 6 Mean relative error of GT compressor decay state 
coefficient prediction for each real value in the case of Logistic 

sigmoid activation function 

Source: Authors

Table 3 MLP configurations with the lowest mean relative error for each activation function (GT compressor decay state coefficient)

Activation function Logistic sigmoid ReLU Tanh
Configuration of hidden layers 2. 6. 1.
Solver L-BFGS L-BFGS L-BFGS
Mean error [%] 1.094 11.421 1.294

Source: Authors



187I. Lorencin et al. / Scientific Journal of Maritime Research 33 (2019) 181-190

4.2	 Prediction of GT decay state coefficient

When mean relative errors of MLPs for GT decay state 
coefficient prediction are compared it can be seen that simi-
lar error rates are achieved if Logistic sigmoid and Tanh 
activation functions are used. MLP designed with Logistic 
sigmoid activation function achieves mean relative er-
ror of 0.635 %, while MLP designed with Tanh activation 
function achieves mean relative error of 0.622 %. In both 
cases L-BFGS solver is utilized during MLP training. MLP 
designed with Logistic sigmoid activation function achieves 
minimal mean relative error if configuration of hidden lay-
ers No. 6 (Table 2) is utilized. That is not a case if Tanh acti-
vation function is used. This MLP achieves the lowest mean 
relative error if configuration with one hidden layer of 50 
ANs is utilized. MLP designed with ReLU activation function 
achieves minimal mean relative error of 21.124 % if config-
uration with one hidden layer of 100 and one hidden layer 
of 20 ANs is utilized, as shown in Table 4.

When MLP GT decay state coefficient prediction is per-
formed by using ReLU activation function, it can be noticed 
that the highest errors are achieved in cases of the lower 
coefficient real values. The lowest errors are achieved for 
GT decay state coefficients between the values of 0.988 and 
0.989. If this MLP is utilized for higher GT decay state coeffi-
cient values, it can be noticed that the relative errors, in ab-
solute value, are notably high. It can also be noticed that the 
relative errors achieved on lower real values of GT decay 
state coefficient are positive, while those achieved on higher 
real values of GT decay state coefficient are negative, Fig. 7. 

Table 4 MLP configurations with the lowest error for each activation function (GT decay state mean relative coefficient)

Activation function Logistic sigmoid ReLU Tanh
Configuration of hidden layers 6. 4. 1.
Solver L-BFGS Adam L-BFGS
Mean error [%] 0.635 21.124 0.622

Source: Authors

Fig. 7 Mean relative error of GT decay state coefficient prediction 
for each real value in the case of ReLU activation function 

Source: Authors

Fig. 8 Mean relative error of GT decay state coefficient prediction 
for each real value in the case of Tanh activation function 

Source: Authors

Fig. 9 Mean relative error of GT decay state coefficient 
prediction for each real value in the case of Logistic sigmoid 

activation function 

Source: Authors

In the case of MLP designed with Tanh activation func-
tion, it can be seen that the lowest mean relative errors are 
achieved for prediction of GT decay state coefficient with 
real values between 0.985 and 0.990. Such MLP, in aver-
age, achieves higher values in case of lower GT decay state 
coefficient values and lower values for higher GT decay 
state coefficient values, as shown in Fig. 8. The described 
trend is similar to previously shown cases.
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Similar results are achieved if Logistic sigmoid activa-
tion function is used. In this case, the lowest mean relative 
error is achieved for prediction of the GT decay state coef-
ficient with the true value of 0.988. As in the case shown in 
Fig. 8, MLP achieves slightly higher values for prediction of 
lower GT decay state coefficient values and slightly lower 
values for prediction of higher GT decay state coefficient 
values as shown in Fig. 9. 

When all presented results are summarized, it can be 
concluded that MLPs designed with Tanh and Logistic sig-
moid activation function are performing with lower error 
rate, in comparison to MLPs designed with ReLU activa-
tion function. This property occurs for prediction of both 
decay state coefficients. In the case of GT decay state coef-
ficient prediction, lower mean relative errors are achieved 
in comparison to the case of GT compressor decay state 
coefficient prediction. In the case of GT decay state coef-
ficient prediction, the lowest achieved mean relative error 
is 0.622 %, while in the case of GT compressor decay state 
coefficient prediction, the lowest achieved mean relative 
error is 1.094 %, as shown in Fig. 10.

Fig. 10 Comparison of minimal mean errors of GT and GT 
compressor decay state coefficient prediction 

Source: Authors

5	 Conclusion 

In this paper, an MLP approach to condition-based 
maintenance of CODLAG propulsion system vital compo-
nents (GT and GT compressor) is presented. Influence of 
MLP hyperparameters on prediction error is observed and 
mean error for each configuration is presented. After that, 
mean prediction error for each true value of decay state 
coefficient is calculated (for both GT and GT compressor), 
and results are compared. From presented results, the fol-
lowing conclusions can be drawn:
•	 There is a possibility for MLP implementation in solv-

ing tasks of condition-based maintenance of CODLAG 

propulsion system and in tasks of GT and GT compres-
sor decay state coefficients prediction,

•	 The lowest error rates are achieved if Tanh or Logistic 
sigmoid activation functions are used for MLP design, 
while MLPs designed with ReLU activation function are 
performing with higher prediction error,

•	 The lowest error rates are achieved if L-BFGS solver is 
used for MLP training.
Based on presented results, it can be concluded that in 

future studies, a similar approach can be used for condi-
tion-based maintenance of other marine propulsion sys-
tems, such as diesel engines and steam turbines. 
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