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Abstract. Let (M,G) be a finite global quotient, that is, a finite set
M with an action by a finite group G. In this note, we classify all bico-
variant first order differential calculi (FODCs) over the weak Hopf algebra
k(G⋉M) ≃ k[G⋉M ]∗, where G⋉M is the action groupoid associated to
(M,G), and k[G ⋉M ] is the groupoid algebra of G ⋉ M . Specifically, we
prove a necessary and sufficient condition for a FODC over k(G ⋉ M) to
be bicovariant and then show that the isomorphism classes of bicovariant
FODCs over k(G⋉M) are in one-to-one correspondence with subsets of a
certain quotient space.

1. Introduction

It is a somewhat lesser known fact that the differential geometry of a
manifold M is completely encoded by C∞(M), the commutative algebra of
smooth functions on M ([19]). Consequently, one can discard the manifold
M and express any differential geometric property or object associated to
M algebraically in terms of the commutative algebra C∞(M). Interestingly,
it turns out that many of the familiar objects of differential geometry can
still be defined if one replaces C∞(M) by any unital associative algebra A,
even if the latter is noncommutative. This algebraic generalization of classical
differential geometry is noncommutative (differential) geometry ([7, 8, 23, 16,
15]). If the algebra A is noncommutative, then A certainly cannot be the
algebra of functions on any classical manifold or space. In this case, it is
helpful, for conceptual reasons, to regard A as the algebra of functions on a
noncommutative manifold, even though the latter does not actually exist.
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There are several approaches to noncommutative geometry. The most
prominent is the approach put forward by Alain Connes ([7, 8]) which is based
on the idea of the spectral triple as the operator-algebraic generalization of
a closed Riemannian spin manifold. However, there is another approach of
significant interest: the so-called quantum group approach to noncommutative
geometry. This approach originated with the work of Stanislaw Woronowicz
in [23] and was developed extensively by Shahn Majid and others ([4, 2, 17,
18, 11]). In this approach, quantum groups (i.e. Hopf algebras) serve as a rich
class of examples of noncommutative geometry in much the same way that
Lie groups provide important examples of manifolds in classical differential
geometry. In addition, the mathematical structure of quantum groups also
provides one with the noncommutative geometric analogue of the classical
notion of a group action.

Given an algebra A (which we regard as the algebra of functions on a
manifold), the starting point in the quantum group approach is a choice of
first order differential calculus (FODC) over A; the latter is an algebraic
generalization of the space of differential 1-forms on a (compact) manifold.
Only after fixing a FODC can one begin to construct the algebraic analogues
of other classical differential geometric objects (e.g. higher differential forms,
de Rham cohomology, principle bundles, Riemannian metrics ([4, 18, 20])).
Hence, the notion of a FODC plays a central role in this approach. Since
the number of FODCs can be quite large, it is only natural to look for some
mechanism that will filter out all but the most interesting FODCs. When A
is a Hopf algebra, one has such a mechanism: bicovariance. In other words,
one discards all the FODC over A except those which are compatible with
the natural bicomodule structure of A ([23]).

In this paper, we layout the groundwork for the application of noncom-
mutative geometry (specifically the quantum group approach) to finite global
quotients. Formally, a global quotient is a pair (M,G) where M is a manifold
and G is a finite group which acts on M ; a finite global quotient then refers
to the special case where the manifold M is a finite set. Given a finite global
quotient (M,G), we take the weak Hopf algebra k(G ⋉ M) ≃ k[G ⋉ M ]∗

as the algebra of functions associated to (M,G) and classify all bicovariant
FODCs over k(G⋉M). Here, G⋉M denotes the action groupoid associated
to (M,G) (where we assume a left action of G on M) and k[G ⋉M ] is the
groupoid algebra of G⋉M .

The notion of bicovariant FODCs was originally defined for FODCs over
a Hopf algebra A. However, the same basic definition also works if A is
replaced by a weak Hopf algebra. The problem of bicovariant differential
calculi over weak Hopf algebras was originally studied in [6], especially in
regard to differential calculi over weak smash products, and later again in [24].
However, the classification problem for bicovariant differential calculi over the
weak Hopf algebra k(G⋉M) has yet to be studied. The current paper fills this
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gap in the literature. As one might expect, there are differences between the
Hopf and weak Hopf cases. One such difference is that the universal FODC
over a weak Hopf algebra is not necessarily bicovariant. This is in contrast
to the Hopf algebra case where the universal FODC over any Hopf algebra is
always bicovariant ([23, 2]).

Given a (general) global quotient (X,G), one can associate to it an al-
gebraic structure called a G-Frobenius algebra (or crossed G-algebra), see
[22, 13]. Specifically, one obtains a G-Frobenius algebra from (X,G) by com-
puting its stringy cohomology or stringy K-theory ([12, 14, 10]). Hence, global
quotients serve as a reservoir for G-Frobenius algebras. Roughly speaking, a
G-Frobenius algebra is a G-graded algebra which is equipped with a Frobe-
nius form and a G-action which satisfy a number of conditions. From the
work of Turaev ([22]), part of the significance of G-Frobenius algebras comes
from the fact that they are the algebraic structures which classify certain
2-dimensional homotopy quantum field theories. Hence, G-Frobenius alge-
bras can be viewed as a generalization of the commutative Frobenius algebras
arising from 2-dimensional topological quantum field theories ([1]). In light
of the link between global quotients and G-Frobenius algebras, the current
paper may ultimately serve as a first step towards applying noncommuta-
tive geometry to G-Frobenius algebras. This possibility serves as a secondary
motivation for the current paper.

The rest of the paper is organized as follows. In Sections 2 and 3, we give a
fairly self contained review of the necessary background material. Specifically,
in Section 2, we recall the notion of a weak Hopf algebra ([3]) as well as the
weak Hopf structure of k(G ⋉M). In addition, we also review some of the
basic definitions and results for FODCs. In Section 3, we give a review of the
FODC for finite sets ([9, 8]). Lastly, in Section 4, we prove a necessary and
sufficient condition for a FODC over k(G⋉M) to be bicovariant. This result
is then used to show that the isomorphism classes of bicovariant FODCs over
k(G⋉M) are in one-to-one correspondence with subsets of a certain quotient
space. In the special case where M is a point, our result reduces to the well
known fact that the isomorphism classes of bicovariant FODCs over the Hopf
algbera k(G) ≃ k[G]∗ are in one-to-one correspondence with subsets of the
set of non-identity conjugacy classes of G ([5]).

2. Preliminaries

In this section, we recall some of the relevant background for the paper.
Unless stated otherwise, we use the following notation for the rest of the
paper:

• k is a field of characteristic 0,
• ⊗ := ⊗k,
• e is the identity element of a group.
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All algebras are unital associative k-algebras unless stated otherwise. The
coproduct ∆ of a colagebra C will be expressed in Sweedler notation ([21]) as

∆(c) = c(1) ⊗ c(2), (∆⊗ id) ◦∆(c) = (id⊗∆) ◦∆(c) = c(1) ⊗ c(2) ⊗ c(3).

Likewise, a left (right) coaction ∆L (∆R) of C on a vector space V will be
denoted as

∆L(c) = c(−1) ⊗ c(0) ∈ C ⊗ V, ∆R(c) = c(0) ⊗ c(1) ∈ V ⊗ C.

2.1. Weak Hopf algebras.

Definition 2.1. A weak Hopf algebra over k consists of the following
data:

(H,µ, 1,∆, ε, S)

where

(a) H is an associative algebra over k with product

µ : H ⊗H → H, x⊗ y 7→ xy

and unit element 1.
(b) H is a coassociative colagebra over k with coproduct

∆ : H → H ⊗H, x 7→ x(1) ⊗ x(2)

and counit ε : H → k.

which satisfy the following conditions:

(i) the algebra and coalgebra structures satisfy the following compatibility
relations:

multiplicativity of the coproduct: for all x, y ∈ H

∆(xy) = ∆(x)∆(y),

weak mulitplicativity of the counit: for all x, y, z ∈ H

ε(xyz) = ε(xy(1))ε(y(2)z) = ε(xy(2))ε(y(1)z),

weak comultiplicativity of the unit:

(∆⊗ idH) ◦∆(1) = (∆(1)⊗ 1)(1⊗∆(1)),

(∆⊗ idH) ◦∆(1) = (1⊗∆(1))(∆(1)⊗ 1).

(ii) the linear map S : H → H (called the antipode) satisfies the following
conditions for all x ∈ H:

x(1)S(x(2)) = ε(1(1)x)1(2),
S(x(1))x(2) = 1(1)ε(x1(2)),
S(x(1))x(2)S(x(3)) = S(x).

Remark 2.2. Naturally, every Hopf algebra is a weak Hopf algebra. For
a weak Hopf algebra H , one has the following equivalent statements:

(a) H is a Hopf algebra,
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(b) ∆(1) = 1⊗ 1,
(c) ε(xy) = ε(x)ε(y) for all x, y ∈ H .

For the sake of completeness, we recall the notion of a groupoid:

Definition 2.3. A groupoid G consists of the following data:

• a set G1 of arrows (or morphisms),
• a set G0 of objects,
• a map s : G1 → G0 called the source map,
• a map t : G1 → G0 called the target map,
• a map

m : G1 ×s t G1 → G0, (g, h) 7→ m(g, h) := gh

called the multiplication map, where

G1 ×s t G1 := {(g, h) ∈ G1 × G1 | s(g) = t(h)},

• a map u : G0 → G1, x 7→ u(x) := 1x called the unit map,
• a map ι : G1 → G1, g 7→ ι(g) := g−1 called the inverse map

which satisfies the following conditions:

(i) (gh)k = g(hk) for all g, h, k ∈ G1 satisfying s(g) = t(h), s(h) = t(k),
(ii) g1s(g) = 1t(g)g = g for all g ∈ G1,

(iii) g−1g = 1s(g), gg
−1 = 1t(g) for all g ∈ G1.

With regard to notation, one typically suppresses any mention of the structure
maps and denotes the groupoid simply as

G1 ⇒ G0,

or as the pair (G1,G0). The groupoid is said to be finite if both G1 and G0 are
finite.

Remark 2.4. A groupoid G1 ⇒ G0 where G0 consists of a single point is
simply a group. This is the motivation behind the name groupoid.

Remark 2.5. The reader who is familiar with the notion of a category
will instantly recognize that a groupoid is simply a small category where every
morphism is invertible. This yields the shortest definition of a groupoid.

Now let (M,G) be a finite global quotient and denote the left action of
G on M by

G×M →M, (g,m) 7→ gm.

The groupoid of interest in this paper is the action groupoid G ⋉M , which
encodes all the information about (M,G). Formally, the action groupoid is
defined as follows:

1. the set of objects is (G⋉M)0 :=M ,
2. the set of arrows is (G⋉M)1 := G×M ,
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3. the source and target maps are s(g,m) := m and t(g,m) := gm for
g ∈ G, m ∈M ,

4. composition of arrows is (g, hm)(h,m) := (gh,m) for g, h ∈ G, m ∈M ,
5. the unit arrow associated to m ∈M is 1m := (e,m).

From the groupoid G⋉M , we obtain the groupoid algebra k[G⋉M ], which
has a natural weak Hopf structure. The weak Hopf algebra whose differential
calculi we will study is then the dual of this groupoid algebra: k(G ⋉M) ≃
k[G ⋉M ]∗. As a vector space, the weak Hopf algebra k(G ⋉M) consists of
the k-valued functions on the set G×M . Let {θmg | (g,m) ∈ G×M} denote
the natural basis on k(G⋉M), that is, for (g,m) ∈ G×M , θmg : G×M → k

is defined by
θmg (g′,m′) := δg,g′δm,m′ .

With respect to the natural basis, the weak Hopf structure on k(G ⋉M) is
defined by

1. product: θm1

g1
θm2

g2
:= δg1,g2δm1,m2

θm1

g1
,

2. unit: 1 :=
∑

(g,m)∈G×M θmg ,

3. coproduct:

∆(θmg ) :=
∑

h∈G

θhmgh−1 ⊗ θmh ,

4. counit: ε(θmg ) := δg,e,

5. antipode: S(θmg ) := θgm
g−1 .

Remark 2.6. Observe that k(G⋉M) fails to be a Hopf algebra when M
consists of more than one point. Indeed, if m1,m2 ∈ M are distinct points,
then the counit fails to be multiplicative:

(2.1) ε(θm1

e θm2

e ) 6= ε(θm1

e )ε(θm2

e ).

The left side of (2.1) is

ε(θm1

e θm2

e ) = δm1,m2
ε(θm1

e ) = δm1,m2
= 0

while the right side is
ε(θm1

e )ε(θm2

e ) = 1.

2.2. First Order Differential Calcui.

Definition 2.7. A first order differential calculus (FODC) over an al-
gebra A is a pair (Γ, d) where Γ is an A-bimodule and d : A → Γ is a linear
map such that

(i) Γ = span{adb | a, b ∈ A},
(ii) d(ab) = adb+ (da)b.

The elements of Γ are called 1-forms.

Remark 2.8. Note that if (Γ, d) is a FODC over A, then, in general,
1-forms do not commute with elements of A even if A is commutative.
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Naturally, the above definition includes the following classical example.

Example 2.9. Let M be a compact manifold. Then (Ω1(M), d) is a
FODC over C∞(M), where Ω1(M) is the space of differential 1-forms on M
and d : C∞(M) → Ω1(M) is the ordinary exterior derivative. The condition
of compactness implies that every 1-form on M can be expressed globally as∑

k fkdgk for some smooth functions fk, gk on M .

Definition 2.10. Let (Γ, d) and (Γ′, d′) be FODCs over an algebra A. A
morphism from (Γ, d) to (Γ′, d′) is a homomorphism of A-bimodules ϕ : Γ →
Γ′ such that ϕ ◦ d = d′. If ϕ is also invertible, then (Γ, d) and (Γ′, d′) are
isomorphic as FODCs.

Corollary 2.11. Let (Γ, d) and (Γ′, d′) be FODCs over an algebra A. If
there exists a morphism ϕ of FODCs over A from (Γ, d) to (Γ′, d′), then ϕ is
necessarily unique and surjective.

Proof. Suppose ϕ : (Γ, d) → (Γ′, d′) is a morphism of FODCs over A.
Corollary 2.11 follows directly from the fact that

Γ = span{adb | a, b ∈ A}, Γ′ = span{ad′b | a, b ∈ A}

and ϕ(adb) = ad′b for all a, b ∈ A.

Every algebra A admits a universal FODC (Ω1
u(A), du), which is defined as

follows. Let µ : A⊗A→ A denote the product on A. Then

(2.2) Ω1
u(A) := kerµ

and du : A→ Ω1
u(A) is the linear map defined by

(2.3) du(a) := 1⊗ a− a⊗ 1 ∀ a ∈ A.

The A-bimodule structure on Ω1
u(A) ⊂ A ⊗ A is the natural one, that is, for

ω =
∑

i ai ⊗ bi ∈ Ω1
u(A) and c ∈ A, the left and right action of A on Ω1

u(A) is
given by

cω =
∑

i

cai ⊗ bi, ωc =
∑

i

ai ⊗ bic.

One can verify by direct calculation that (Ω1
u(A), du) is a FODC over A. The

use of the word universal is justified by the following result ([23, 20]):

Theorem 2.12. Let A be an algebra and let (Ω1
u(A), du) be the universal

FODC over A.

(i) Let W be an A-subbimodule of Ω1
u(A). Then

(Ω1
u(A)/W, πW ◦ du)

is a FODC over A, where πW : Ω1
u(A) → Ω1

u(A)/W is the projection
map.
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(ii) Let (Γ, d) be a FODC over A. Then there exists a homomorphism of
FODCs

ψΓ : (Ω1
u(A), du) → (Γ, d).

In particular, for W = kerψΓ, the induced map

ψ̃Γ : (Ω1
u(A)/W, πW ◦ du)

∼
→ (Γ, d)

is an isomorphism of FODCs.

If A is now a Hopf algebra, one typically restricts attention to FODCs
which are left-covariant, right-covariant, or bicovariant ([23]). The aforemen-
tioned symmetries extend naturally to FODCs over weak Hopf algebras:

Definition 2.13. Let (Γ, d) be a FODC over a weak Hopf algebra H.

1. (Γ, d) is left-covariant if there exists a left H-coaction

∆L : Γ → H ⊗ Γ

such that

∆L(adb) = a(1)b(1) ⊗ a(2)db(2) ∀ a, b ∈ H.(2.4)

2. (Γ, d) is right-covariant if there exists a right H-coaction

∆R : Γ → Γ⊗H

such that

∆R(adb) = a(1)db(1) ⊗ a(2)b(2), ∀ a, b ∈ H.(2.5)

3. (Γ, d) is bicovariant if it is both left and right-covariant.

Remark 2.14. Note that if (Γ, d) is a bicovariant FODC over a weak
Hopf algebra H , then the covariant left and right coactions necessarily form
a bicomodule structure on Γ, that is,

(id⊗∆R) ◦∆L = (∆L ⊗ id) ◦∆R.

Suppose now that one has linear maps

δL : Γ → H ⊗ Γ, δR : Γ → Γ⊗H

which satisfy the covariance conditions (2.4) and (2.5) respectively. When
H is a Hopf algebra, δL and δR are easily seen to be coactions of H on Γ.
On the other hand, if H is a weak Hopf algebra (which is not Hopf), then
the covariance conditions (2.4) and (2.5) no longer seem to be sufficient to
guarantee that δL and δR are coactions. The reason for this comes from the
fact that the counit ε is now only weakly multiplicative. Consequently, it is
no longer clear that the following conditions necessarily hold:

(ε⊗ id) ◦ δL = id, (id⊗ ε) ◦ δR = id.

Hence, in the weak Hopf case, one must take the additional step of verifying
the coaction axioms directly.



BICOVARIANT DIFFERENTIAL CALCULI FOR FINITE GLOBAL QUOTIENTS 485

One additional difference between the Hopf and weak Hopf cases concerns
the universal FODC. When H is a Hopf algebra, the universal FODC over
H is necessarily bicovariant (see e.g. [20]). On the other hand, when H is a
weak Hopf algebra, the universal FODC over H is not necessarily bicovariant.
We will observe this feature later when we study bicovariant FODCs over the
weak Hopf algebra k(G⋉M).

3. Review of Differential Calculi on Finite Sets

In this section, we give a brief review of FODC on finite sets ([9, 8]).
Throughout this section, X is a finite set, k(X) is the algebra of k-valued
functions on X , and for x ∈ X , we let δx : X → k be defined by δx(y) := δx,y
for all y ∈ X . In addition, we let (Ω1

u(X), du) denote the universal FODC
over k(X).

Proposition 3.1. Let Eu := {(x, y) | x, y ∈ X, x 6= y} ⊂ X ×X. Then

(i) Êu := {δxduδy | (x, y) ∈ Eu} is a vector space basis of Ω1
u(X).

(ii) Let N ⊂ Ω1
u(X) be any vector subspace. Then N is a k(X)-subbimodule

of Ω1
u(X) if and only if there exists a unique subset BN ⊂ Eu such that

B̂N := {δxduδy | (x, y) ∈ BN}

is a vector space basis of N .

(iii) δxduδx = −
∑

y 6=x

δx ⊗ δy for x ∈ X.

Proof. (i): Since {δx | x ∈ X} is a basis of k(X) and

δxduδy = δx ⊗ δy − δx,yδx ⊗ 1 = δx ⊗ δy for x 6= y,

it follows immediately that Êu is a linearly independent subset of Ω1
u(X) ⊂

k(X)⊗k(X). Also, since the product map k(X)⊗k(X) → k(X) is surjective,
we have

(3.1) dimΩ1
u(X) = |X |2 − |X | = |X |(|X | − 1)

where |X | denotes the cardinality of X . However, the right hand side of (3.1)

is also equal to the cardinality of Êu. Hence, Êu is a vector space basis of
Ω1

u(X).
(ii): Suppose that N is a k(X)-subbimodule of Ω1

u(X) and let ω ∈ N .
Then

ω =
∑

(x,y)∈Eu

ωx,yδxduδy =
∑

(x,y)∈Eu

ωx,yδx ⊗ δy

for some (unique) ωx,y ∈ k. Since N is a subbimodule, we have

δxωδy = ωx,yδx ⊗ δy ∈ N

for (x, y) ∈ Eu. This implies that N is the k-linear span of some subset B̂N

of Êu. Since the elements of Êu are linearly independent, B̂N is necessarily
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a vector space basis of N . The linear independence of Êu also implies that

B̂N is the only subset of Êu which is a vector space basis for N . Since the

elements of Êu are indexed by the elements of Eu, there exists a unique subset
BN of Eu such that

B̂N = {δxduδy | (x, y) ∈ BN}.

Conversely, suppose N is a vector subspace of Ω1
u(X) such that there

exists a subset BN ⊂ Eu for which {δxduδy | (x, y) ∈ BN} is a vector space
basis of N . Let f ∈ k(X). Then for (x, y) ∈ BN , we have

f · (δxduδy) = f(x)δxduδy, (δxduδy) · f = f(y)δxduδy.

This implies that N is a k(X)-subbimodule of Ω1
u(X).

(iii): For x ∈ X , we have

0 = δxdu1 = δxduδx +
∑

y 6=x

δxduδy

= δxduδx +
∑

y 6=x

δx(1⊗ δy − δy ⊗ 1)

= δxduδx +
∑

y 6=x

δx ⊗ δy.

The last equality yields (iii).

Definition 3.2. For a FODC (Γ, d) over k(X), let BΓ and EΓ be the
unique subsets of Eu defined by

BΓ := {(x, y) ∈ Eu | δxdδy = 0}, EΓ := Eu −BΓ.

Proposition 3.3. Let (Γ, d) and (Γ′, d′) be FODCs over k(X). Then

(i) ÊΓ := {δxdδy | (x, y) ∈ EΓ} is a vector space basis of Γ
(ii) (Γ, d) and (Γ′, d′) are isomorphic as FODCs if and only if EΓ = EΓ′

Proof. (i): By Theorem 2.12, there exists a homomorphism of FODCs

ψΓ : (Ω1
u(X), du) → (Γ, d).

By Corollary 2.11, ψΓ is necessarily a (unique) surjective homomorphism
of k(X)-bimodules. Since kerψΓ is a k(X)-subbimodule of Ω1

u(X), Propo-
sition 3.1 implies that there exists a unique subset K ⊂ Eu such that

K̂ := {δxduδy| (x, y) ∈ K} is a basis of kerψΓ. For (x, y) ∈ K, we have
ψΓ(δxduδy) = δxdδy = 0 which shows that K ⊂ BΓ. On the other hand, by
definition of BΓ, if (x

′, y′) ∈ BΓ, then δx′dδy′ = 0. This in turn implies that

δx′duδy′ ∈ kerψΓ. Since the elements of Êu are a vector space basis on Ω1
u(X)

by Proposition 3.1, it follows that δx′duδy′ ∈ K̂, which in turn implies that
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(x′, y′) ∈ K. This shows that BΓ = K. This implies that as a vector space, Γ
is spanned by the elements

ÊΓ := {δxdδy | (x, y) ∈ EΓ := Eu −BΓ}.

However, the vector space dimension of Γ is

dimΓ = dimΩ1
u(X)− dimkerψΓ = |Eu −BΓ| = |EΓ|

where | · | denotes the cardinality of a set. Hence, ÊΓ is a vector space basis
of Γ.

(ii): Suppose that (Γ, d) and (Γ′, d′) are isomorphic as FODCs and let

ϕ : (Γ, d)
∼
→ (Γ′, d′) be an isomorphism of FODCs over k(X). (Note that ϕ is

unique by Corollary 2.11.) For (x, y) ∈ BΓ, we have

0 = ϕ(0) = ϕ(δxdδy) = δxd
′δy,

which shows that BΓ ⊂ BΓ′ . Using the inverse map ϕ−1, one has BΓ ⊃ BΓ′ .
Hence, BΓ = BΓ′ which in turn implies that EΓ = EΓ′ .

Now suppose that EΓ = EΓ′ . This in turn implies that BΓ = BΓ′ . Let

ψΓ : (Ω1
u(X), du) → (Γ, d), ψΓ′ : (Ω1

u(X), du) → (Γ′, d′)

be the homomorphisms of FODCs over k(X) given by Theorem 2.12. (By
Corollary 2.11, ψΓ and ψΓ′ are unique and surjective.) From the proof of
statement (i) of Proposition 3.3, we see that

{δxduδy | (x, y) ∈ BΓ = BΓ′}

is a vector space basis of both kerψΓ and kerψΓ′ . Hence, kerψΓ = kerψΓ′ .
Let W := kerψΓ. By Theorem 2.12, we have the following isomorphisms of
FODCs

(Γ, d) ≃ (Ω1
u(X)/W, πW ◦ du) ≃ (Γ′, d′)

where πW : Ω1
u(X) → Ω1

u(X)/W is the natural projection.

We conclude this section by recalling the following correspondence ([9, 8]).

Theorem 3.4. There is a one-to-one correspondence between isomor-
phism classes of FODCs over k(X) and directed graphs whose vertices are the
elements of X and have the property that for each (x, y) ∈ Eu there is at most
one arrow from x to y.

Proof. Let (Γ, d) be a FODC over k(X). Let GΓ be the directed graph
whose vertices are the elements ofX and has the property that there is exactly
one directed edge from x ∈ X to y ∈ X if and only if (x, y) ∈ EΓ. Proposition
3.3 implies that if (Γ′, d′) is another FODC over k(X), then GΓ = GΓ′ if
and only if (Γ, d) and (Γ′, d′) are isomorphic. Hence, every isomorphism class
of FODCs over k(X) is uniquely associated to some directed graph whose
vertices are the elements of X and has the property that for each (x, y) ∈ Eu

there is at most one directed edge from x to y.
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Now suppose one has a directed graph G whose vertices are the elements
of X and has the property that for each (x, y) ∈ Eu there is at most one
directed edge from x to y. We now associate a FODC over k(X) to G, which
we denote as (ΓG , dG). First, let EG ⊂ Eu be the set of all pairs (x, y) such
that G has a directed edge from x to y. Let BG = Eu−EG be the complement.
Let W be the vector subspace of Ω1

u(X) with vector space basis

{δxduδy | (x, y) ∈ BG}.

By Proposition 3.1, W is a subbimodule of Ω1
u(X). Let ΓG := Ω1

u(X)/W and
dG := πW ◦ du where πW : Ω1

u(X) → Ω1
u(X)/W is the natural projection.

Then (ΓG , dG) is a FODC over k(X) by Theorem 2.12.
We now verify that the above constructions are inverse to one another.

Suppose first that G is a directed graph whose vertices are the elements of X
and has the property that for each (x, y) ∈ Eu there is at most one directed
edge from x to y. Using the above definition of ΓG , we have

BΓG
:= {(x, y) ∈ Eu | δxdGδy = 0} = BG .

Hence,

EΓG
:= Eu −BΓG

= Eu −BG = EG ,

which implies that GΓG
= G as required.

On the other hand, suppose that (Γ, d) is a FODC over k(X). From the
above definitions, we have

EΓ := {(x, y) ∈ Eu | δxdδy 6= 0} = EGΓ
.

Consequently, as a vector space, ΓGΓ
has basis

{δxdGΓ
δy | (x, y) ∈ EGΓ

= EΓ}.

This implies that the homomorphisms

ψΓ : Ω1
u(X) → Γ, ψΓG

: Ω1
u(X) → ΓGΓ

have the same kernels. It follows from this that (Γ, d) ≃ (ΓGΓ
, dGΓ

) as re-
quired.

4. Bicovariant FODC over k(G⋉M)

In this section, we let (Ω1
u, du) denote the universal FODC over k(G ⋉M).

Also, let

{θmg | m ∈M, g ∈ G}

denote the natural basis on k(G⋉M) (see Section 2.2). Following Section 3,
we define

Eu := {((g,m), (h, n)) | (g,m) 6= (h, n), g, h ∈ G, m, n ∈M}.
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By Theorem 3.4, there is a one-to-one correspondence between isomorphism
classes of FODC over k(G ⋉M) and subsets of Eu. Explicitly, the FODC
associated to a subset E ⊂ Eu is given by

(Ω1
u/W, πW ◦ du)

where

W := span
k
{θmg duθ

n
h | ((g,m), (h, n)) ∈ Eu − E}

and πW : Ω1
u → Ω1

u/W is the natural projection. (Recall from Proposition 3.1
that W is a k(G⋉M)-subbimodule of Ω1

u and all subbimodules of Ω1
u are of

this form.) From Section 3, the subset of Eu which is associated to a FODC
(Γ, d) over k(G⋉M) is

EΓ := {((g,m), (h, n)) | θmg dθ
n
h 6= 0, ((g,m), (h, n)) ∈ Eu}.

Following Section 3, we also define BΓ := Eu − EΓ. For m ∈ M , let Gm :=
{g ∈ G | gm = m} denote the isotropy group of m. Let us now introduce the
following definition.

Definition 4.1. A subset B of Eu is bicovariant if the following three
conditions are satisfied:

(1) for m,n ∈M such that m 6= n, ((g,m), (h, n)) ∈ B for all g, h ∈ G,
(2) for g, h ∈ G, m ∈M such that g−1h /∈ Gm, ((g,m), (h,m)) ∈ B,
(3) if ((g,m), (gk,m)) ∈ B for some g ∈ G, m ∈ M , and k ∈ Gm − {e},

then

((h, ym), (hyky−1, ym)) ∈ B ∀ h, y ∈ G.

The justification for Definition 4.1 comes from the following result.

Theorem 4.2. Let (Γ, d) be a FODC over k(G ⋉ M). Then (Γ, d) is
bicovariant if and only if BΓ is bicovariant in the sense of Definition 4.1.

Theorem 4.2 can be restated as follows.

Corollary 4.3. Let (Γ, d) be a FODC over k(G ⋉M). Then (Γ, d) is
bicovariant if and only if the following three conditions are satisfied:

(i) for m,n ∈M such that m 6= n, θmg dθ
n
h = 0 for all g, h ∈ G,

(ii) for g, h ∈ G, m ∈M such that g−1h /∈ Gm, θmg dθ
m
h = 0,

(iii) if θmg dθ
m
gk = 0 for some g ∈ G, m ∈M , and k ∈ Gm − {e}, then

θymh dθym
hyky−1 = 0 ∀ h, y ∈ G.

We now turn our attention to proving Theorem 4.2. We begin with the
following lemma.

Lemma 4.4. Let (Γ, d) be a FODC over k(G⋉M) such that BΓ satisfies
conditions (1) and (2) of Definition 4.1. If

δL : Γ → k(G⋉M)⊗ Γ, δR : Γ → Γ⊗ k(G⋉M),
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are linear maps satisfying

δL(θ
m
g dθ

n
h) = (θmg )(1)(θ

n
h)(1) ⊗ (θmg )(2)d(θ

n
h)(2),(4.1)

δR(θ
m
g dθ

n
h) = (θmg )(1)d(θ

n
h)(1) ⊗ (θmg )(2)(θ

n
h)(2)(4.2)

for all θmg 6= θnh , then δL and δR satisfy the covariance conditions (2.4) and
(2.5).

Proof. Since {θmg | m ∈ M, g ∈ G} is a basis on k(G ⋉M), it suffices
to check that δL and δR satisfy the covariance conditions (2.4) and (2.5) on
elements of the form θmg dθ

m
g .

Since the unit element of k(G ⋉M) is 1 =
∑

n∈M

∑
h∈G θ

n
h and d1 = 0,

it follows that

θmg dθ
m
g = −

∑

{θn
h

| θn
h
6=θm

g }

θmg dθ
n
h = −

∑

k∈Gm−{e}

θmg dθ
m
gk,(4.3)

where the last equality follows from the fact that BΓ satisfies conditions (1)
and (2) of Definition 4.1 (which in turn are equivalent to conditions (i) and
(ii) of Corollary 4.3). Applying δL to both sides of (4.3) and using (4.1) gives

(4.4)

δL(θ
m
g dθ

m
g ) = −

∑

k∈Gm−{e}

(θmg )(1)(θ
m
gk)(1) ⊗ (θmg )(2)d(θ

m
gk)(2)

= −
∑

k∈Gm−{e}

∑

x,y∈G

θxmgx−1θ
ym

gky−1 ⊗ θmx dθ
m
y

= −
∑

k∈Gm−{e}

∑

x∈G

θxmgx−1 ⊗ θmx dθ
m
xk

=
∑

x∈G


−

∑

k∈Gm−{e}

θxmgx−1 ⊗ θmx dθ
m
xk




=
∑

x∈G

θxmgx−1 ⊗ θmx dθ
m
x ,

where the last equality follows from (4.3). On the other hand,

(4.5)

(θmg )(1)(θ
m
g )(1′) ⊗ (θmg )(2)d(θ

m
g )(2′) =

∑

x,y∈G

θxmgx−1θ
ym

gy−1 ⊗ θmx dθ
m
y

=
∑

x∈G

θxmgx−1 ⊗ θmx dθ
m
x .

Comparing (4.4) and (4.5) gives

δL(θ
m
g dθ

m
g ) = (θmg )(1)(θ

m
g )(1′) ⊗ (θmg )(2)d(θ

m
g )(2′).
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Applying δR to both sides of (4.3) and using (4.2) gives

(4.6)

δR(θ
m
g dθ

m
g ) = −

∑

k∈Gm−{e}

(θmg )(1)d(θ
m
gk)(1) ⊗ (θmg )(2)(θ

m
gk)(2)

= −
∑

k∈Gm−{e}

∑

x,y∈G

θxmgx−1dθ
ym

gky−1 ⊗ θmx θ
m
y

=
∑

x∈G


−

∑

k∈Gm−{e}

θxmgx−1dθxmgkx−1 ⊗ θmx




=
∑

x∈G


−

∑

k∈Gm−{e}

θxmgx−1dθxmgx−1(xkx−1) ⊗ θmx




=
∑

x∈G


−

∑

k′∈Gxm−{e}

θxmgx−1dθxmgx−1k′ ⊗ θmx




=
∑

x∈G

θxmgx−1dθxmgx−1 ⊗ θmx ,

where the last equality follows from (4.3). At the same time, we also have

(4.7)

(θmg )(1)d(θ
m
g )(1′) ⊗ (θmg )(2)(θ

m
g )(2′) =

∑

x,y∈G

θxmgx−1dθ
ym

gy−1 ⊗ θmx θ
m
y

=
∑

x∈G

θxmgx−1dθxmgx−1 ⊗ θmx .

Comparing (4.6) and (4.7) gives

δR(θ
m
g dθ

m
g ) = (θmg )(1)d(θ

m
g )(1′) ⊗ (θmg )(2)(θ

m
g )(2′).

Proposition 4.5. Let (Γ, d) be a bicovariant FODC over k(G ⋉ M).
Then BΓ is bicovariant in the sense of Definition 4.1.

Proof. Let ∆L and ∆R denote the left and right-covariant coactions
respectively. Applying ∆R and ∆L to θmg dθ

n
h gives

(4.8)

∆R(θ
m
g dθ

n
h) =

∑

x,y∈G

θxmgx−1dθ
yn

hy−1 ⊗ θmx θ
n
y

=
∑

x,y∈G

δm,nδx,yθ
xm
gx−1dθ

yn

hy−1 ⊗ θmx

=
∑

x∈G

δm,nθ
xm
gx−1dθxnhx−1 ⊗ θmx
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and

(4.9)

∆L(θ
m
g dθ

n
h) =

∑

x,y∈G

θxmgx−1θ
yn

hy−1 ⊗ θmx dθ
n
y

=
∑

x,y∈G

δxm,ynδgx−1,hy−1θxmgx−1 ⊗ θmx dθ
n
y .

Since (id⊗ ε) ◦∆R = id, equation (4.8) implies that

θmg dθ
n
h =

∑

x∈G

δm,nδx,eθ
xm
gx−1dθxnhx−1 = δm,nθ

m
g dθ

n
h .

Hence, θmg dθ
n
h = 0 for m 6= n. This implies that condition (1) of Definition

4.1 is satisfied.
Likewise, since (ε⊗ id) ◦∆L = id, equation (4.9) implies that

θmg dθ
n
h =

∑

x,y∈G

δxm,ynδgx−1,hy−1δgx−1,eθ
m
x dθ

n
y = δgm,hnθ

m
g dθ

n
h .(4.10)

From (4.10), we see that if m = n and g−1h /∈ Gm, then

(4.11) θmg dθ
m
h = δgm,hmθ

m
g dθ

m
h = δm,g−1hmθ

m
g dθ

m
h = 0.

Condition (2) of Definition 4.1 now follows from (4.11).
Now suppose that θmg dθ

m
gk = 0 for some g ∈ G, m ∈M , and k ∈ Gm−{e}.

Equations (4.8) and (4.9) then imply

(4.12)
∑

x∈G

θxmgx−1dθxmgkx−1 ⊗ θmx = 0

and

(4.13)
∑

x∈G

θxmgx−1 ⊗ θmx dθ
m
xk = 0.

Since {θnh | n ∈M, h ∈ G} is a basis of k(G⋉M), equations (4.12) and (4.13)
imply

(4.14) θxmgx−1dθxmgkx−1 = 0, θmx dθ
m
xk = 0, ∀ x ∈ G.

Using (4.14), we have

∆R(θ
m
x dθ

m
xk) =

∑

a∈G

θamxa−1dθamxka−1 ⊗ θma = 0, ∀ x ∈ G.

This implies that θam
xa−1dθamxka−1 = 0 for all x, a ∈ G. Now let h, y ∈ G be

arbitrary and set a := y and x := hy. Then

θamxa−1dθamxka−1 = θym(hy)y−1dθ
ym

(hy)y−1(yky−1) = θymh dθym
hyky−1 = 0.

This implies that condition (3) of Definition 4.1 is satisfied.
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Lemma 4.6. Let (Γ, d) be a FODC over k(G⋉M) such that BΓ is bico-
variant in the sense of Definition 4.1. If ((g,m), (h, n)) ∈ BΓ, then θ

m
g dθ

n
h = 0

and

(θmg )(1)(θ
n
h)(1) ⊗ (θmg )(2)d(θ

n
h)(2) = 0,(4.15)

(θmg )(1)d(θ
n
h)(1) ⊗ (θmg )(2)(θ

n
h)(2) = 0.(4.16)

Proof. Let ((g,m), (h, n)) ∈ BΓ. The statement that θmg dθ
n
h = 0 follows

directly from the definition of BΓ. We now prove (4.15). The proof of (4.16)
is similar so we omit it.

Since BΓ is bicovariant, the element ((g,m), (h, n)) ∈ BΓ falls into one of
the following three cases:

case 1: m 6= n,
case 2: m = n and g−1h /∈ Gm,
case 3: m = n and g−1h ∈ Gm − {e}.

For case 1, we have

(θmg )(1)(θ
n
h)(1) ⊗ (θmg )(2)d(θ

n
h)(2) =

∑

x,y∈G

θxmgx−1θ
yn

hy−1 ⊗ θmx dθ
n
y = 0.

Note that the last equality follows from the fact that θmx dθ
n
y = 0 for all x, y ∈ G

since ((x,m), (y, n)) ∈ BΓ for m 6= n. For case 2, we have

(θmg )(1)(θ
m
h )(1) ⊗ (θmg )(2)d(θ

m
h )(2) =

∑

x,y∈G

θxmgx−1θ
ym

hy−1 ⊗ θmx dθ
m
y

=
∑

x,y∈G

δxm,ymδgx−1,hy−1θxmgx−1 ⊗ θmx dθ
m
y

=
∑

x−1y∈Gm

δg−1h,x−1yθ
xm
gx−1 ⊗ θmx dθ

m
y

= 0

since g−1h /∈ Gm for case 2. Lastly, for case 3, we have h = gk for some
k ∈ Gm − {e}. Then

(θmg )(1)(θ
m
gk)(1) ⊗ (θmg )(2)d(θ

m
gk)(2) =

∑

x,y∈G

θxmgx−1θ
ym

gky−1 ⊗ θmx dθ
m
y

=
∑

x,y∈G

δxm,ymδgx−1,gky−1θxmgx−1 ⊗ θmx dθ
m
y

=
∑

x∈G

θxmgx−1 ⊗ θmx dθ
m
xk

= 0

where the last equality follows from condition (3) of Definition 4.1. Specif-
ically, since ((g,m), (gk,m)) ∈ BΓ, we have ((x,m), (xk,m)) ∈ BΓ for all
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x ∈ G, which in turn implies that θmx dθ
m
xk = 0 for all x ∈ G. This proves

(4.15).

Proposition 4.7. Let (Γ, d) be a FODC over k(G⋉M) such that BΓ is
bicovariant in the sense of Definition 4.1. Then (Γ, d) is bicovariant.

Proof. Let (Γ, d) be a FODC over k(G⋉M) such that BΓ is bicovariant.
Let

Êu := {θmg duθ
n
h | ((g,m), (h, n)) ∈ Eu}

and

B̂Γ := {θmg duθ
n
h | ((g,m), (h, n)) ∈ BΓ} ⊂ Êu.

By Proposition 3.1, Êu is a vector space basis of Ω1
u. Let

∆L : Ω1
u → k(G⋉M)⊗ Ω1

u, ∆R : Ω1
u → Ω1

u ⊗ k(G⋉M)

be the linear maps whose values on the basis Êu is as follows:

(a) for θmg duθ
m
h ∈ Êu − B̂Γ,

∆L(θ
m
g duθ

m
h ) = (θmg )(1)(θ

m
h )(1) ⊗ (θmg )(2)du(θ

m
h )(2)

=
∑

x∈G

θxmgx−1 ⊗ θmx duθ
m
xg−1h,

∆R(θ
m
g duθ

m
h ) = (θmg )(1)du(θ

m
h )(1) ⊗ (θmg )(2)(θ

m
h )(2)

=
∑

x∈G

θxmgx−1duθ
xm
hx−1 ⊗ θmx

(b) ∆L|B̂Γ

≡ 0 and ∆R|B̂Γ

≡ 0.

Let ψΓ : (Ω1
u, du) → (Γ, d) be the natural morphism of FODCs given by

Theorem 2.12. Since kerψΓ = span
k
B̂Γ and

span
k
B̂Γ ⊂ ker∆L, span

k
B̂Γ ⊂ ker∆R,

we see that ∆L and ∆R induce linear maps

∆̃L : Γ → k(G⋉M)⊗ Ω1
u, ∆̃R : Γ → Ω1

u ⊗ k(G ⋉M)

which are defined by the conditions

∆L = ∆̃L ◦ ψΓ, ∆R = ∆̃R ◦ ψΓ.

Now define

∆L : Γ → k(G ⋉M)⊗ Γ, ∆R : Γ → Γ⊗ k(G⋉M)

by

∆L := (id⊗ ψΓ) ◦ ∆̃L, ∆R := (ψΓ ⊗ id) ◦ ∆̃R.

We now verify that ∆L is a covariant left coaction. (The proof that ∆R is
a covariant right coaction is similar so we omit it.) To show that ∆L satisfies
the covariance condition (2.4), it suffices by Lemma 4.4 to show that ∆L
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satisfies the covariance condition on all elements of the form θmg dθ
n
h where

θmg 6= θnh . The set of all such elements is the image of Êu under ψΓ. For

θmg dθ
m
h ∈ ψΓ(Êu − B̂Γ), we have

∆L(θ
m
g dθ

m
h ) = (id⊗ ψΓ) ◦ ∆̃L(θ

m
g dθ

m
h )

= (id⊗ ψΓ) ◦∆L(θ
m
g duθ

m
h )

= (id⊗ ψΓ)((θ
m
g )(1)(θ

m
h )(1) ⊗ (θmg )(2)du(θ

m
h )(2))

= (θmg )(1)(θ
m
h )(1) ⊗ (θmg )(2)d(θ

m
h )(2),

where the third equality follows from the definition of ∆L. Now let θmg duθ
n
h ∈

B̂Γ. Then θ
m
g dθ

n
h = ψΓ(θ

m
g duθ

n
h) = 0 and

∆L(θ
m
g dθ

n
h) = 0 = (θmg )(1)(θ

n
h)(1) ⊗ (θmg )(2)d(θ

n
h)(2)

by Lemma 4.6. With the completion of this step, we have shown that for all
θmg 6= θnh , we have

∆L(θ
m
g dθ

n
h) = (θmg )(1)(θ

n
h)(1) ⊗ (θmg )(2)d(θ

n
h)(2).

Lemma 4.4 now implies that ∆L satisfies the covariance condition (2.4).
We now quickly verify that ∆L is indeed a left coaction of k(G ⋉M).

Specifically, we must verify that

(∆⊗ id) ◦∆L = (id⊗∆L) ◦∆L, (ε⊗ id) ◦∆L = id.

The first left coaction axiom follows immediately from the multiplicativity and
coassociativity of ∆ and the fact that ∆L satisfies the covariance condition
(2.4). For the second coaction axiom, it suffices to verify it on the elements of

ψΓ(Êu−B̂Γ) which is a vector space basis for Γ. The elements of ψΓ(Êu−B̂Γ)
are of the form θmg dθ

m
gk where m ∈ M , g ∈ G, and k ∈ Gm − {e}. Using the

covariance of ∆L, we have

(ε⊗ id) ◦∆L(θ
m
g dθ

m
gk) = ε

(
(θmg )(1)(θ

m
gk)(1)

)
(θmg )(2)d(θ

m
gk)(2)

=
∑

x∈G

ε(θxmgx−1)θmx dθ
m
xk =

∑

x∈G

δgx−1,eθ
m
x dθ

m
xk

= θmg dθ
m
gk.

Lastly, since ∆L and ∆R satisfy the covariance conditions (2.4) and (2.5)
respectively, it follows that ∆L and ∆R are compatible, that is, they satisfy

(id⊗∆R) ◦∆L = (∆L ⊗ id) ◦∆R.

The proof of Theorem 4.2 now follows from Propositions 4.5 and 4.7. We
conclude this paper with the following classification result.



496 D. PHAM

Theorem 4.8. For m ∈ M , let Gm := Gm − {e}. Define a left G-
action on J (M,G) :=

⋃
m∈M Gm × {m} by x · (k,m) := (xkx−1, xm) for

all x ∈ G, m ∈ M , and k ∈ Gm. Then there is a one-to-one correspondence
between isomorphism classes of bicovariant FODC over k(G⋉M) and subsets
of J (M,G)/G.

Proof. Theorem 4.2 and the proof of Theorem 3.4 imply that there is a
one-to-one correspondence between isomorphism classes of bicovariant FODC
over k(G⋉M) and subsets E of Eu for which Eu−E is bicovariant in the sense
of Definition 4.1. Worded differently, we have a one-to-one correspondence
between isomorphism classes of bicovariant FODC over k(G⋉M) and subsets
B of Eu which are bicovariant.

For any subset B of Eu, define

B⋆ := B ∩ {((g,m), (gk,m)) | g ∈ G,m ∈M, k ∈ Gm}.

It follows immediately from Definition 4.1 that two bicovariant subsets B1

and B2 are equal if and only if B⋆
1 and B⋆

2 are equal.
Let π : J (M,G) → J (M,G)/G denote the quotient map and define

ϕ : E⋆
u → J (M,G) by

ϕ(((g,m), (gk,m))) := (g−1(gk),m) = (k,m)

and let ϕ = π ◦ ϕ. Now suppose that B1 and B2 are bicovariant subsets such
that

ϕ(B⋆
1 ) = ϕ(B⋆

2).

Let ((g,m), (gk,m)) ∈ B⋆
1 . Since

ϕ((g,m), (gk,m)) = π(k,m) ∈ ϕ(B⋆
2 ),

it follows that (xkx−1, xm) ∈ ϕ(B⋆
2 ) for some x ∈ G. Hence,

((h, xm), (h(xkx−1), xm)) ∈ B⋆
2 ⊂ B2

for some h ∈ G. Condition (3) of Definition 4.1 implies that

((a, yxm), (a(yxkx−1y−1), yxm)) ∈ B⋆
2

for all a, y ∈ G, where we note that yxkx−1y−1 ∈ Gyxm. Setting y = x−1 and
a = g, we have ((g,m), (gk,m)) ∈ B⋆

2 . Hence, B
⋆
1 ⊂ B⋆

2 . The same argument
also gives B⋆

1 ⊃ B⋆
2 . This shows that

B⋆
1 = B⋆

2 ⇔ ϕ(B⋆
1 ) = ϕ(B⋆

2 ).

Let BiCov denote the set of bicovariant subsets ofEu and let Sub(J (M,G)/G)
denote the set of all subsets of J (M,G)/G. Define

Φ : BiCov → Sub(J (M,G)/G)

by Φ(B) := ϕ(B⋆). The above argument shows that Φ is injective. To see
that Φ is also surjective, let X be a subset of J (M,G)/G. Now let Q ⊂ Eu
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be the subset consisting of all elements of Eu which satisfy conditions (1) and
(2) of Definition 4.1. Now let

B = Q ∪ (ϕ)−1(X).

Observe that if ((g,m), (gk,m)) ∈ B for some g ∈ G, m ∈ M , and k ∈ Gm,
then ((g,m), (gk,m)) must lie in (ϕ)−1(X). This implies that π(k,m) ∈ X .
Since π(k,m) = π(yky−1, ym) for all y ∈ G, it follows that

((h, ym), (hyky−1, ym)) ∈ (ϕ)−1(X) ⊂ B ∀ h, y ∈ G.

Hence, B satisfies condition (3) of Definition 4.1. In particular, B is a bico-
variant subset. Since ϕ : E⋆

u → J (M,G) is surjective, we also have

Φ(B) := ϕ(B⋆) = ϕ((ϕ)−1(X)) = X.

Remark 4.9. In the special case when M = {m} is a point, we have
k(G ⋉M) = k(G), Gm = G := G − {e}, J (M,G) = G, and J (M,G)/G is
equal to the set of non-trivial conjugacy classes of G. Consequently, when M
is a point, Theorem 4.8 reduces to the well known fact that the isomorphism
classes of bicovariant FODC over k(G) are in one to one correspondence with
subsets of the set of non-identity conjugacy classes of G.

Example 4.10. Consider the set M = {1, 2, 3} and let the symmetric
group

S3 = {e, (1, 2), (1, 3), (2, 3), (1, 2, 3), (1, 3, 2)}

act naturally on M . Then

J (M,S3) =

3⋃

i=1

(S3)i × {i}

= {(2, 3)} × {1} ∪ {(1, 3)} × {2} ∪ {(1, 2)} × {3}.

It is easy to see that |J (M,S3)/S3| = 1. Theorem 4.8 implies that (up to
isomorphism) there are exactly two bicovariant FODCs over k(S3⋉M). One,
of course, is the trivial zero-dimensional FODC over k(S3⋉M). Let us denote
the non-trivial bicovariant FODC over k(S3 ⋉M) by (Γ, d). Also, let

Eu := {((α, i), (β, j)) | (α, i) 6= (β, j), α, β ∈ S3, i, j ∈M}

and let α1 := (2, 3), α2 := (1, 3), and α3 := (1, 2). The FODC (Γ, d) corre-
sponds to the directed graph whose vertices are the elements of the set S3×M
and whose directed edges are given by the set

EΓ =

3⋃

i=1

{((σ, i), (σαi, i)) | σ ∈ S3}.



498 D. PHAM

From this, we have dimΓ = |EΓ| = 18. One easily sees that EΓ is the only
non-empty subset of Eu such that Eu − EΓ is bicovariant in the sense of
Definition 4.1.

Acknowledgements.

The author would like to thank the referees for their careful reading of
this paper and for their valuable and constructive comments.

References

[1] L. Abrams, Two dimensional topological quantum field theories and Frobenius alge-
bras, J. Knot Theory Ramifications 5 (1996), 569–587.

[2] E. Batista, Noncommutative geometry: a quantum group approach, Mat. Contemp.
28 (2005), 63–90.
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