€Y Routledge

FCONOMIC
RESEARLH

Economic Research-Ekonomska Istrazivanja

Ekonomska I vanja

ISSN: 1331-677X (Print) 1848-9664 (Online) Journal homepage: https://www.tandfonline.com/loi/rero20

The role of the macroeconomic environment in
shaping capital market co-movement in C.E.E.
countries

Mihaela Onofrei, Dumitru Nicusor Carausu & Dan Lupu

To cite this article: Mihaela Onofrei, Dumitru Nicusor Carausu & Dan Lupu (2019) The role of the
macroeconomic environment in shaping capital market co-movement in C.E.E. countries, Economic
Research-Ekonomska Istrazivanja, 32:1, 3813-3834, DOI: 10.1080/1331677X.2019.1675525

To link to this article: https://doi.org/10.1080/1331677X.2019.1675525

© 2019 The Author(s). Published by Informa
UK Limited, trading as Taylor & Francis
Group

% Published online: 18 Oct 2019.

N
CJ/ Submit your article to this journal &

||I| Article views: 160

A
& View related articles &'

@ View Crossmark data (&'

CrossMark

Full Terms & Conditions of access and use can be found at
https://www.tandfonline.com/action/journalinformation?journalCode=rero20


https://www.tandfonline.com/action/journalInformation?journalCode=rero20
https://www.tandfonline.com/loi/rero20
https://www.tandfonline.com/action/showCitFormats?doi=10.1080/1331677X.2019.1675525
https://doi.org/10.1080/1331677X.2019.1675525
https://www.tandfonline.com/action/authorSubmission?journalCode=rero20&show=instructions
https://www.tandfonline.com/action/authorSubmission?journalCode=rero20&show=instructions
https://www.tandfonline.com/doi/mlt/10.1080/1331677X.2019.1675525
https://www.tandfonline.com/doi/mlt/10.1080/1331677X.2019.1675525
http://crossmark.crossref.org/dialog/?doi=10.1080/1331677X.2019.1675525&domain=pdf&date_stamp=2019-10-18
http://crossmark.crossref.org/dialog/?doi=10.1080/1331677X.2019.1675525&domain=pdf&date_stamp=2019-10-18

ECONOMIC RESEARCH-EKONOMSKA ISTRAZIVANJA
2019, VOL. 32, NO. 1, 3813-3834
https://doi.org/10.1080/1331677X.2019.1675525

Routledge

Taylor & Francis Group

39@31LN0Y

8 OPEN ACCESS ‘ ) Checkforupdates‘

The role of the macroeconomic environment in shaping
capital market co-movement in C.E.E. countries

Mihaela Onofrei (&, Dumitru Nicusor Carausu (® and Dan Lupu

Department of Finance, Money and Public Administration, Faculty of Economics and Business
Administration, Alexandru loan Cuza University of lasi, lagi, Romania

ABSTRACT ARTICLE HISTORY
This article revisits the relationship between the contagion and Received 6 December 2018
co-movement of 10 Central and Eastern European (C.E.E.) financial Accepted 12 September 2019

markets in relation to two major Western European capital mar-
kets using wavelet-based methodology. Based upon an A.RD.L.
panel model we found that foreign monetary policy, national
exchange rate and economic cycle play a key role in both short- co-movement; Central and
and long-term co-movement between capital markets. While a Eastern European

stable economic environment coupled with a strong national cur- (C.E.E) countries

rency can reduce the degree of short-term co-movement

between capital markets, changes in foreign monetary policy JEL CLASSIFICATIONS
could increase the effect of external shocks. Furthermore, we find G11; G15; G30

that inflation, foreign exchange rate and foreign economic cycle

play an important role after longer periods. By ensuring a stable

economic environment national authorities can help mitigate the

effects of external shocks on national capital markets.

KEYWORDS
wavelet analysis; A.R.D.L.
model; contagion;

1. Introduction

The debates surrounding the effects of exogenous shocks on a financial market has
been a key focus of many studies, especially since the recent financial crisis. In gen-
eral, investors, risk managers, national regulators and international financial institu-
tions are interested in analysing the contagion and interdependence phenomenon due
to adverse implications of exogenous shocks on national financial markets. The eco-
nomic literature related to capital markets pays close attention in identifying mecha-
nisms through which an exogenous shock propagates between two capital markets.
Thus, many studies focus on detecting the interactions among international financial
markets, while also identifying determinant factors of contagion and co-movement
phenomenon among capital markets.

While many studies try to identify macroeconomic determinants of the contagion
phenomenon between markets, we try to test if the impact of macroeconomic factors
depends on to the degree of interdependence between two capital markets in the
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short- or the long-term. Even if we only consider only ‘pure’ contagion or the
‘fundamental” based contagion we need to acknowledge the role of certain macroeco-
nomic factors on the degree of interdependence between two markets (Dornbusch,
Park, & Claessens, 2000; Kaminsky & Reinhart, 2000). Therefore, national authorities
need to investigate both short-term pure contagion manifested via the spillovers of
external shocks on national capital markets, but also fundamental based contagion
that reveals long-term co-movement between markets. Therefore, by identifying the
role of macroeconomic factors in pure contagion, national authorities can adequate
measures to reduce and combat the effect of external shocks on national capital mar-
kets. On the other hand, in the case of fundamental contagion, testing the role of
macroeconomic factors may reveal potential risks that could arise in the long-term
which could hinder the growth and development of domestic capital markets.

The aim of this study is to investigate the role of macroeconomic actors on the
interdependence and contagion phenomenon between Western European and
Central Eastern European (C.E.E.) capital markets. There is a large literature on
the interdependence of financial markets (e.g. Gulzar, Kayani, Xiaofeng, Ayub, &
Rafique, 2019; Marfatia, 2017; Newaz & Park, 2019), but many of these studies,
however, analysed mostly West European markets (Boubaker & Raza, 2016;
Burzala, 2016; Nikkinen, Piljak, & Rothovius, 2019). The motivation for choosing
these emerging economies is that their financial markets are fully consistent with
the world’s major financial markets, with strong chances of interdependence and
contagion effects on these Eastern European economies. By conducting this study,
we are interested in answering the following questions: (1) Is there any contagion
effect from West European on East European capital markets?; and (2) What is
the effect of the macroeconomic environment on the degree of interdependence
between capital markets?

In addition, we believe that by using a modern analysis methodology such as
wavelet analysis, we can offer a new perspective of analysis of the interdependence
and contagion relationships between Western European and Central Eastern
European (C.E.E.) capital markets. By using the wavelet methodology, we want to
highlight the manner in which the interdependence between the C.E.E. and West
European capital markets evolves over time, as well as to test several macroeconomic
determinants, similar to other studies (e.g. Kiviaho, Nikkinen, Piljak, & Rothovius,
2014; Tiwari, Mutascu, & Albulescu, 2016). Furthermore, we can also offer a broader
perspective of the phenomenon in C.E.E. countries because previous studies focus
rather on a single country (Hsing, 2011) or fewer countries than in our sample
(Cevik, Korkmaz, & Cevik, 2017; Drazenovi¢ & Kusanovi¢, 2016; Pesa &
Festi¢, 2014).

Our article contributes to existing articles that try to identify factors that influence
the degree of contagion or co-movement between developed and emerging capital
markets. One of our major contribution relates to the use of the wavelet methodology
in order to identify macroeconomic factors that influence the contagion phenomenon
between Western European and C.E.E. capital markets. Furthermore, we contribute
to the existing literature that tries to distinguish between the role of the economic
environment in reducing both pure and fundamental contagion.
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The rest of the article is organised as follows: Section 2 marks the literature review,
Section 3 presents the data, Section 4 the methodology, while Section 5 empirical
results, and Section 6 concludes.

2. Literature review

Investors seek to increase the degree of diversification of their portfolio by acquiring
financial assets worldwide in order to protect themselves against the losses incurred
when a national capital market is affected by crisis. However, if the degree of conta-
gion or co-movement between two financial markets is strong, the beneficial effects
of international portfolio diversification is reduced when an external shock is trans-
mitted uniformly to another interdependent capital markets (Rua & Nunes, 2009;
Syllignakis & Kouretas, 2011). Therefore, identifying internal factors that could
reduce the effect of external shock could increase the efficiency of international port-
folio diversification (Ajayi, Mehdian, & Stoica, 2018; Thomas, Kashiramka, &
Yadav, 2019).

Bekaert, Ehrmann, Fratzscher and Mehl (2014) analysed the contagion phenom-
enon during the recent financial crisis 2008-2009 and finds that the main vectors
that determine the magnitude of the contagion phenomenon is related to economic
fundamentals, reduced country ratings, budget and/or current account deficits rather
than the country of origin. Meanwhile Mobarek et al. (2016) reveals a whole series of
characteristics of the economic and social system (economic growth rate, inflation
rate, bilateral trade volume, size of the capital market, size of the spread between
bonds between two states, culture and religion) from a country that influences conta-
gion between capital markets, especially in times of crisis.

Ever since the first studies of Longin and Solnik (1995), the researchers sought to
identify a number of determinants of contagion and co-movement between capital
markets. In general, the determinant role of macroeconomic factors in establishing
the degree of interdependence between markets is accepted in most studies, while few
studies have observed a weak relationship or even neutral relationship (Tiwari et al,
2016). In general, four categories of macroeconomic factors can be identified that can
influence the degree of interdependence between markets such as: economic cycle
(Dumas, Harvey, & Ruiz, 2003); inflation rate (Cai, Chou, & Li, 2009); monetary pol-
icy of country (Syllignakis & Kouretas, 2011); the exchange rate power (Kiviaho et al.,
2014); or the interaction between macroeconomic factors in a bivariate framework
(Tiwari et al., 2016). In C.E.E. countries there are few studies that deal with this
aspect, for example Syllignakis and Kouretas (2011) and Kiviaho et al. (2014).

Kiviaho et al. (2014) notes that in the case of C.E.E. capital markets, a country’s
macroeconomic fundamentals: monetary policy and exchange are more important in
the short-term up to three months, while for periods longer than two years horizons
the domestic and foreign monetary policy, the exchange rate are main factors that
explains the interdependence between markets. Syllignakis and Kouretas (2011) also
reveal the importance of monetary convergence in determining the growth of degree
interdependence between markets when testing the contagion phenomenon between
C.E.E. capital markets and Germany, Russia and the U.S.
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Furthermore, the results of Bekaert et al. (2014) and Mobarek et al. (2016) offer
additional insights into the importance of the institutional environment into the
development of the capital markets. These results are similar with many studies that
reveal the importance of the relationship between legislation and the economy, high-
lighting the role of legal foundations and the importance of respecting property rights
in the functioning and developing of an economy (e.g. Claessens & Yurtoglu, 2013,
Cuomo, Mallin, & Zattoni, 2016; Hopt, 2011; Porta et al., 1998).

Based upon existing studies, we assume that factors like monetary policy, exchange
rate, inflation and economic cycle can influence the degree of co-movement between
two capital markets. Furthermore, we believe that general economic environment in a
country is able to increase the resilience of the national capital market from the spill-
over effects and co-movement behaviour.

3. Data and variables

The analysis of the phenomenon of interdependence or contagion between capital
markets involves testing the way a capital market evolves in relation to a second mar-
ket. These raises the question what markets are appropriate in acting as initiators in
European Union (E.U.). Tiwari et al. (2016) argues that most developed economy
Germany and the most developed capital market, the U.K. are the most influential
capital markets in the E.U. Therefore, we will use the German and U.K. markets as
initiators in our analysis. Furthermore, testing the co-movement and contagion rela-
tionships between the capitals markets included in the analysis is done on a sample
of stock indices estimated using the closing price traded in the national currency of
each state.

Empirical testing is done on the most representative stock market indices for the
capital markets analyzed as follows: SOFIX - Bulgaria, CROBEX - Croatia, PX -
Czech Republic, OMXT - Estonia, DAX 30 - Germany, OMXR - Latvia, OMXV -
Lithuania, FTSE 100 — Great Britain, WIG - Poland, BET - Romania, SAX — Slovakia
and BUX - Hungary. The data source used in the analysis is Datastream and covers
the period from 20 October 2000 to 31 December 2016, the longest period for which
data is available for all states in our analysis.

Because our capital markets are trading at different times, we will use the closing
price in our analysis. In addition, similar to Tiwari et al. (2016) in order to prevent
the risk of ‘non-syncronious trading II, we will remove from our analysis all non-
trading days in all the analyzed capital markets if there were no transactions in a cap-
ital market that day. In the end, our sample of data consists of 3,486 distinct daily
records for each of the capital markets analysed by us. Furthermore, in the second
part we will use monthly data for our indices. In our analysis, we will use indices
expressed in national currency as in previous studies such as Rua and Nunes (2009)
and Carausu et al. (2018), because Mink (2015) demonstrated that testing of market
contagion should be done only local currencies in order to exclude the role of the
exchange rate.

Testing the degree of contagion between two markets is done with the coherence
wavelet analysis and extracting the corresponding indicators for each pair of countries
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Table 1. Variables used in the analysis of the macroeconomic determinants of the interdepend-
ence between the C.E.E. markets and Western European capital markets.

Variable Description Source of data

Dependent variable

WCSj; ¢ Are wavelet coherence coefficients Author calculations based on
between a Western European capital wavelet coherence analysis

market and a capital market in
C.E.E:s where i =Germany and
United Kingdom and j = Bulgaria,
Croatia, Czech Republic, Estonia,
Latvia, Lithuania, Poland, Slovakia
and Hungary; and f is the range of
frequencies and time that are
considered in our analysis: monthly
frequency f1 (low frequency), f2
quarterly (3 months) annual
frequency f3 (average frequency)
and bi-annual frequency f4
(high frequency)
Macroeconomic factors
IPI; Seasonally adjusted monthly industrial Eurostat
production index value in the
initiator country
IPLom The value of the seasonally adjusted Eurostat
monthly industrial production index
in the recipient country
Inf; Monthly inflation rate value - Eurostat
Harmonized Index of Consumer
Prices in value in the
initiator country
Inf 4, Monthly inflation rate — Harmonized Eurostat
Consumption Price Index of the
recipient country
Intrate; The monthly interest rate on 3-month World Bank and OECD Database
interbank loans in country in the
initiator country
Intrateom Monthly interest rate on 3-month World Bank and OECD Database
interbank loans in the
recipient country

Exchrate; The value of the exchange rate index BIS - Bank of International
in the initiator country Settlements

Exchrate o, The value of the exchange rate index BIS - Bank of International
in the recipient country Settlements

Note: Each macroeconomic factor indictor represent either the initiator countries i, or the recipient countries dom. In
the case of the initiator — i we have Germany and United Kingdom, and in the case of the recipient dom - can be:
Bulgaria, Croatia, Czech Republic, Estonia, Latvia, Lithuania, Poland, Romania, Slovakia and Hungary.

used in the analysis. Later we will use an A.R.D.L. panel model to test if there is a
true cointegration between our macroeconomic variables and the degree of inter-
dependence between our capital markets. A full description of the variables used in
the analysis is depicted in Table 1. Similar to other studies like Kiviaho et al. (2014)
and Tiwari et al. (2016) that used wavelet analysis to identify determinant factors for
the degree of interdependence between two capital markets we chose as control varia-
bles a series of macroeconomic indicators.

We use the Industrial Production Index (IPI) of the initiating country as a proxy
for the economic cycle in that state, the Harmonized Consumer Price Index of a
State (H.I.C.P.) as a proxy for inflation, the three-month interbank lending rate -
proxy for the monetary policy and the Exchange Rate Index - proxy for currency
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evolution. In our analysis, we preferred to use these macroeconomic variables as
opposed to similar indicators due to specific advantages. Thus we use: H.I.C.P.
because it is the preferred indicator of inflation in the EU; interbank interest rate
because some countries are members of the euro area, thus they are subject to the
same monetary policy interest but may have different interbank financing costs;
Exchange Rate Index because it includes the importance of the national currency of a
state in international and intra-Community trade. The same group of variables was
used in previous studies like Kiviaho et al. (2014) and Tiwari et al. (2016).

Because in the second part of our analysis, we will test the influence of macroeco-
nomic factors on the long- and short-term of interdependence between Germany and
U.K. and C.E.E. capital markets Table 2 presents the descriptive statistics of the data
used in the analysis. Also, the results of the correlation matrix between our variables
is depicted in Table 3.

4, Methodology
4.1. Wavelet analysis

The wavelet analysis provides a general framework of analysis for testing the conta-
gion and interdependence phenomenon between two markets. The wavelet method-
ology offers a whole series of advantages over traditional methods of testing the
contagion phenomenon Gengay, Selguk, and Whitcher (2002) and Aguiar-Conraria
and Soares (2014) present in detail the benefits of using wavelet methodology in time
series analysis.

The continuous wavelet transform (C.W.T.), originally developed by Torrence and
Compo (1998) as a method of detecting delays and synchronisations between two
time series, has gained more and more popularity in recent years as a powerful tool
for time series analysis. The C.W.T. transformation decomposes a time series in func-
tions commonly called wavelets or small waves, which contain both frequency and
time domain information . ((¢). These small ‘waves’ are the result of translating the
wavelet filters onto the initial series, which can be converted to a time function
T(translation parameter) and s scale (scale parameter) corresponding to each fre-
quency Rua and Nunes (2009).

U o(t) = % <t%r) (1)

Gengay et al. (2002) considers that the C.W.T. for any time series x(¢), t=1,... ,N
can be written as in formula (2):

We(1,5) = %ZL x(E)y (F{) (2)

The wavelet coherence analysis involves testing the interactions between two time
series X and Y in a bivariate analysis framework. This involves comparing the cross-
wavelet spectrum with the result of the spectrum product of each series, which tests
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the time and the frequency range. Grinsted, Moore, and Jevrejeva (2004) considers
that the wavelet coherence between two variables can be determined using formula

(3):

[S(s~ Wiy (r.5))|’

3)
S Wz s)[)-8 (s [wy (e 5))

Ry (T,5) =

where:W,(1,5) and W, (t,s) are C.W.T. of two time series, S (.) Is the smoothing
operator and s is the wavelet scale.

Previous results of Grinsted et al. (2004) indicated that the most effective wavelet
in C.W.T. is the wavelet Morlet because it has a Fourier period almost equal to the
wavelet scale used in this analysis. Thus, the smoothing operator used in the wavelet
analysis of the coherence type is as in formula (4):

S(W) = S‘r (Stime(Wn (5))) (4)

Rua and Nunes (2009) consider that S; represent the effect of smoothing along the
wavelet axis, while S;n. represents the smoothing effect in general. Finally, the
smoothing operator allows us to compare the results with a Monte Carlo simulation
to see if there are periods of pure contagion or co-movement. Similar to the recom-
mendations of Rua and Nunes (2009), we will interpret the results of the coherence
analysis as regular correlation coefficients, where high values correspond to switching
moments between variables (Kiviaho et al, 2014). Thus, if we find in the graphical
representation of the distinct wavelet coherence zones with elevated coefficients of
coherence we interpret the analysis as the result of the interaction between the two
variables. Moreover, if areas with elevated coefficients of co-existence are in the
reduced frequency range of the analysis, we will interpret it as a period of ‘contagion’,
and if we find large coefficients of cohesiveness in high frequency areas, we interpret
the results as the result of market fundamentals, respectively co-movement effect.

4.2. Cointegration analysis

4.2.1. Panel unit root tests

A prerequisite for testing the cointegration between two variables is the presence of
stationarity in the data. Generally, we consider a time series or stochastic process as
stationary if there is no unit root of the data, while the opposite — the presence of a
unit root indicates that the time series is non-stationary. If a certain variable is non-
stationary the unit root testing will allow us to determine the number of times a vari-
able has to be differenced in order to achieve stationarity required for cointegration
testing. A variable X, is thus integrated of order d, I(d) if we can achieve stationarity
after differencing d times. In order to test the presence of a panel unit root we can
choose between different modern methods (e.g. Levin, Lin & Chu, 2002; Breitung,
2000; Im, Pesaran, & Shin, 2003) and more traditional methods (e.g. Dickey & Fuller,
1981; Phillips & Perron, 1988).
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While the previous tests used in the analysis are appropriate in testing the presence of
a unit root in panel data estimation, because we want to use and A.RD.L. model we need
to test if our data allows for this testing. Thus we use the Kao Residual Cointegration Test
(Kao, 1999) and Johansen Fisher Panel Cointegration Test (Johansen, 1988).

One of the assumptions in the A.R.D.L. econometric test is that the error term of
the estimation is not serially correlated. Hence, we first need to determine the appro-
priate lag of order p that has the ability to remove serial correlation. In addition, we
need to take into consideration the small sample size, which limits the number of
lags we can include in the analysis. We prefer to use the most common methods like
The Schwartz-Bayesian Criterion (S.B.C.), Akaike Information Criterion (A.I.C.) or
Hannan-Quinn Criterion (H.Q.C.). While, each method of selection allows us to
choose appropriate lag values A.I.C. usually is gives a higher number of lags while
S.B.C. gives a lower number of lags due to over-parameterisation. Thus, all of our
AR.D.L. models will use the automatic lag selection using the A.I.C. value.

4.2.2. Panel A.R.D.L. model to test cointegration

The A.R.D.L. bounds testing proposed by (Pesaran, Shin, & Smith, 2001) allows us to
test if there is long run dynamic relationship between two variables that are stationary
I(0) and I(1). But in our case, because we suspect that some of our series are cointe-
grated either I(0) and I(1) using the generic A.R.D.L. testing methodology might not
be appropriate. Therefore, we will test the influence of macroeconomic factors on the
degree of interdependence between markets using a panel A.R.D.L. model estimation
that allows for such mixture. The baseline estimation of our model will follow the
procedures recommended by Pesaran, Shin, and Smith (1997, 1999).

The generic A.R.D.L. bounds testing methodology involves two subsequent stages
in the analysis. Firstly, we must test if there is a long-run relationship between the
variables in the analysis, and secondly we estimate the long-run relationship and
evaluate the values of the coefficients. Subsequently, we have to test the cointegration
results for the short-term period in another estimation. Therefore, our analysis will
first estimate the long-term cointegration and subsequently we will estimate the
short-term cointegration equation.

The generic A.RD.L. panel model between wavelet coherence coefficients and our
dependent variables is written as shown below in formula (5):

p P p
WCSjip = ao+ Y biWCSz, |+ Y Pl y+ Y diIPLiom;—
t=1 t=1

t=1

P P P P
+ ; elnf, , + ;fllnfdomtq + ;gllntrate,-t,l + ; hyIntrategom,—;

P P
+ iiExchrate;,_, + Zlexchmtedom,,l + &5
=1 =1

t t

(5)

where: WCS;; - are wavelet coherence coefficients between a Western European cap-
ital market and a capital markets from C.E.E. countries;
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&j,f— standard error after estimating the model for the countries i or j at the fre-
quency f;

A complete description of all the variables used in the analysis is presented in
Table 1. Model estimation is done using the A.R.D.L. panel approach proposed by
Pesaran et al. (1999).

5. Empirical results
5.1. Results of the wavelet coherency analysis

When analysing the co-movement relationship between C.E.E. capital markets and
German capital market, the results are depicted in Figure 1 indicate some intriguing
results. Firstly, there are clear moments of contagion in the 1-16 day trading days
between the German capital market and the Czech Republic, Croatia, Poland,
Romania and Hungary markets during the recent 2008-2009 financial crisis, which
reveals the presence of the contagion phenomenon between these markets during the
recent financial crisis. Our results are similar to those obtained by (Dajcman, Festic,
& Kavkler, 2012) who analysed the phenomenon of contagion between German cap-
ital markets and the markets of the Czech Republic and Hungary and observes the
same phenomenon during the 2008-2009 crisis. Or the results of Carausu et al.
(2018) who tested the presence of the contagion phenomenon between Western
European capital markets and C.E.E. capital markets between 2000-2016.

Secondly, the direction of the arrows in our graphical representation indicates that,
as a rule, both in the short- and long-term relationship the capital market from
Germany is either synchronised or plays predominantly the role of initiator in rela-
tion to C.E.E. equity markets. Thirdly, the evolution of the capital markets in the
Czech Republic, Hungary and Poland is strongly correlated with the evolution of the
German capital market not only during the financial crisis but also later. We also
note a desyncing phenomenon in 2012 and 2014-2016 in the relations between
Estonia, Latvia, Lithuania, Poland, Romania and Hungary, respectively, compared to
German market. If we develop, further our analysis or results indicate a lower degree
of fundamental contagion for Romania, Estonia and Lithuania, while the degree of
pure contagion (short-term contagion) was lower for Czech Republic, Poland and
Hungary between 2012 and 2016.

A similar perspective is provided by the results of the wavelet coherence analysis
between C.E.E. capital markets and U.K. capital market presented in Figure 2. From
this point of view, we note both similarities and differences. Thus, we observe: a
higher degree of co-movement of the capital markets from Czech Republic, Poland
and Hungary, while we find lower degrees of interdependence with the other markets,
or the leading role of U.K. capital market. Instead, we find a lower degree of funda-
mental contagion between U.K. capital markets and Slovakian capital market.
Therefore, the degree of interdependence between C.E.E. equity markets and U.K.
capital market is similar to the one exhibited by German capital market.

While there are some differences in the behaviour of each individual C.E.E. capital
markets in relation to the German and U.K. capital markets, our results reveals the
evolution of the average degree of interdependence of C.E.E. capital markets. Besides
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Figure 1. Results of wavelet coherence analysis Germany vs C.E.E. countries. Note: Contours with
black represent a 5% significance estimated on the basis of Monte Carlo simulations with random
surrogate series. The colours used to represent the wavelet range from blue (low power) to red
(high power). Scale-Y indicates the frequency range from the shortest (four days) to the longest
(1,024 days). Scale-X is the analysis period in years. Black vertical lines are key moments in adopt-
ing codes of governance in C.E.E. countries. The relationship between two variables indicated by
the direction of the arrows is as follows: (1) If the arrow indicates the direction to the right, the
indices are synchronised; (2) the first index leads if the arrow points to the upper right; (3) the first
index is behind if the arrow indicates the right direction down; (4) the indexes are out of sync
(exerting anti-cyclic effects between them) if the arrow points to the left; (5) desynchronised and
the first index leads if the arrow points to the left and top; and (6) De-synchronised and the first
index leads if the arrow indicates the left-most direction. Source: Author’s estimates.
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finding evidence of short-term pure contagion in 2008-2010 for most C.E.E. coun-
tries, we also find that even after the recent financial crisis, the phenomenon is still
present and it is more frequent than it was before the crisis. There are numerous
moments of short-term contagion even after 2010 in many C.E.E. capital markets.
This points out to a higher degree of sensitivity of C.E.E. capital markets to Western
Capital markets even after the crisis. Furthermore, we note that more developed cap-
ital markets in the region: Poland, Czech Republic, Hungary and Romania are very
sensitive to external shock from developed markets. Meanwhile, Slovakian market
due to its famous low liquidity and ownership structure seem to be more resilient.
On the other side, the Baltic capital markets and the Croatian have increased they
degree of co-movement not only during the recent financial crisis, but also after mak-
ing them more susceptible to external shock. This general state indirectly proves the
need to find alternative measures of protection of the national capital markets from
external shocks.

The results of the continuous wavelet analysis between C.E.E. countries and the
most important Western European capital markets revealed the following: (1) there
are no significant differences in the degree of interdependence between C.E.E. mar-
kets and German and U.K. markets; (2) the capital markets in Czech Republic,
Poland and Hungary are more dependent on Western European markets than other
C.E.E. markets; and (3) the degree of interdependence between Slovak market and
Western European markets is very low.

5.2. The macroeconomic determinants of interdependence

One of the main objectives of our analysis is to test whether the macroeconomic fac-
tors can influence the degree of interdependence between C.E.E. capital markets and
select capital markets. Furthermore, we want to test if their influence is important
not only on the long-term due to fundamentals, but also in the shor-term. Hence, we
will use an A.R.D.L. panel approach model to test our assumptions.

In the first step into estimating the impact of macroeconomic factors on contagion or
co-movement phenomenon in C.E.E. capital markets, we must first test the presence of
unit roots in our panels. Table 4 presents the results of unit roots in our data.

While using the generic A.R.D.L. method of testing cointegration proposed by
Pesaran et al. (2001) requires that all the series are stationary I(I) the results from
our estimates reveal that our data is not suitable for a such test because we have
many series that are either stationary in I(0) or in I(1). To get things more compli-
cated, some of our results from different tests are sometimes even contradictory.
Nevertheless, we note that short-term one and three months degree of interdepend-
ence between C.E.E. capital markets are stationary I(0) while long-term interdepend-
ence for one and two years are stationary I(1). Mixed results are present for the other
remaining variables.

Because our time series presents a mixture of I(0) or in I(1) stationary data we will
use the Kao Residual Cointegration Test (Kao, 1999) and Johansen Fisher Panel
Cointegration Test (Johansen, 1988) to test the presence of cointegration. Table 5
depicts the results from these tests.
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Table 6. Results from the A.R.D.L. panel model estimation.

WCS;.1 WCS;; WCS;j3 WCS;4
Long run equation
IPI; 0.001 —0.002** 0.003 —0.001%*
(1.434) (—2.069) (2.591) (—1.878)
IPIpom 0.000 0.000 0.001* —0.0027%**
(1.154) (0.877) (1.704) (—5.574)
Inf; —0.010 —0.009 —0.028*** —0.0407%**
(—1.184) (—1.121) (—3.006) (—6.033)
Inf om —0.004 —0.003 0.013%** 0.006***
(—1.414) (—1.134) (3.738) (2.593)
Intrate; 0.026*** 0.03627%** 0.030%** 0.024%**
(4.060) (5.823) (3.924) (4.744)
Intratepom 0.004 0.001 —0.001 —0.008***
(1.390) (0.522) (—0.305) (—3.327)
Exchrate; —0.000 —0.002* —0.006*** —0.004%**
(—0.683) (—1.857) (—3.915) (—3.845)
Exchratepom —0.001 —0.001 0.006*** —0.006***
(—1.025) (—1.402) (5.927) (—8.172)
Short-run equation
WCSj. 1 1.797%** 1.9471%%* 2.492%** 2.865%**
(82.284) (93.715) (226.73) (664.58)
WCSj.—2 —1.4977%%% —1.6617%%* —2.332%%% —2.823%%*
(—53.996) (—66.397) (—125.65) (—438.91)
WCSj._3 0.603*** 0.655%** 0.821%*%* 0.956***
(45.125) (61.862) (82.152) (321.50)
IPI; —0.0002%** —0.00027%** —0.000 0.00008*
(—2.668) (—2.634) (—0.922) (1.809)
IPIpom 0.0001** 0.00071%** 0.000 0.00008
(1.982) (2.268) (—0.330) (1.513)
Inf; 0.006*** 0.004%** 0.0002 0.00003***
(4.558) (4.578) (1.380) (3.185)
Inf oo, 0.000 0.000 0.000 0.000
(1.570) (0.544) (1.028) (—0.668)
Intrate; —0.004 —0.001 —0.000%** 0.00008***
(—2.174) (—0.755) (—3.728) (2.816)
Intratepom 0.002** 0.0071*** —0.000 —0.00001
(2.077) (2.894) (—1.349) (—0.803)
Exchrate; 0.007#%* 0.000** 0.000 0.00006
(2.701) (2.113) (0.473) (0.756)
Exchratep,m 0.0071%** 0.0071*** 0.000 0.00001*
(3.994) (2.947) (1.295) (1.896)
Intercept 0.037%%* 0.029%** 0.000 0.007***
(17.659) (19.727) (0.762) (7.969)

Note: The first row are the coefficients. The second row in parenthesis are the T-statistics of the results ***, ** and
*mean statistical significant at 1%, 5% and 10%.
Source: Author’s Estimates.

The results from the general cointegration test using the same models as in our
ARDL.L. panel data estimation indicated that there is a potential cointegration rela-
tionship between our variables of interest. In the following step we will estimate, the
actual impact of our macroeconomic factors on our independent variables.

When assessing the influence of macroeconomic factors on the degree of co-move-
ment the results from Table 6 reveals that the importance of macroeconomic factors
are dependent on the type co-movement period we take into consideration. In the
case of the long run equations, we find that only the co-movement for the one year
horizon WCS;;3 or the two year horizon WCS;;4 are directly influence by many of
our macroeconomic factors. Meanwhile, in the case of the short-term co-movement
one month WCS;;; or three months WCS;;, the role of macroeconomic factors is less
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important. Our results indicate macroeconomic fundamentals are more important in
the long run, or in our case for periods longer than one year. These results are in line
with the previous studies of Kiviaho et al. (2014) or Syllignakis and Kouretas (2011).

When we are assessing short-term cointegration between our variables we find
that to a certain degree, macroeconomic factors are important factors in assessing the
evolution of C.E.E. capital markets. In general, we find that the Western European
monetary policy, is the most important factor in depicting the co-movement relation-
ship for both short-term interdependence periods of one and three months but also
for longer periods of time of one to twoyears. Taking into consideration, that we
proxied the monetary policy via the average three months inter-bank rate in Western
European economies, this would suggest that an increase in the interest rate in
Western economies, can increases the degree of co-movement between C.E.E. coun-
tries and Western European economies.

This could also suggest that a more permissive monetary policy in Western econo-
mies could be potentially reduce the effect of external shocks from Western economies
to the national capital markets. Therefore, national authorities in C.E.E. need to monitor
closely the monetary policy changes, or the degree of liquidity in the banking sector of
Western economies because these pose a further factor of exacerbating spillovers from
external shocks. Overall, our results are similar with the results of Kiviaho et al. (2014)
who indicates the main role of the monetary policy in shaping the co-movement.

Another specific factors that can influence the degree of co-movement in the long-
run are the national exchange rate and economic cycles. The negative effect of the
national economic cycles indicates that, the general economic environment of country
can help isolate the national capital market from external shocks. Meanwhile the
negative sign from the exchange rate proves that countries with strong currencies
that are relative stable are less sensitive to external shocks. Therefore, national author-
ities can also use the exchange rate as a measure to protect the national capital mar-
ket. A stable exchange rate helps mitigate the effects of external shocks in C.E.E.
countries. This result indirectly proves the results of Mink (2015) who state that test-
ing for contagion requires national currencies, because contagion is often mistaken
with exchange rate volatilities in the financial market.

In the case of the other variables, used in our analysis: inflation, foreign exchange
rate, foreign economic cycle our results indicate that in the short-term they are able
to signal a potential increase in co-movement, but their effect is less predominant.
For these, variables, changes in current times are reflect much slower in the degree of
co-movement limiting their effectiveness. Nevertheless, these are still important fac-
tors in influencing the degree of co-movement in C.E.E. countries.

6. Conclusion

Our analysis, tests the evolution of co-movement between 10 C.E.E. countries, namely
Bulgaria, Croatia, Czech Republic, Estonia, Latvia, Lithuania, Poland, Romania,
Slovakia and Hungary in relation to the capital markets from in Germany and U.K.
between October 2000 and December 2016. We use the wavelet coherency analysis to
investigate the degree of co-movement, and an A.RD.L. panel model to test the
impact of macroeconomic factors on the degree of interdependence between markets.
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The results of wavelet coherency analysis revealed not only the effects of the recent
financial crisis on the degree of co-movement and contagion between C.E.E. capital
markets but also the presence of pure and fundamental contagion in the aftermath of
the recent financial crisis. Therefore, analysing the influence of macroeconomic fac-
tors on the degree of co-movement between capital markets is even more important
now than before the recent financial crisis.

In the meantime, the results from the panel A.R.D.L. model tries to grade each
individual macroeconomic factor used in our analysis by order of effectiveness in
both the short-term and long-term. While, all of our variables play an important role
in long-term co-movement, we find that foreign monetary policy, national exchange
rate, and national economic cycle are more efficient in both short- and long-term
cointegration tests. We find that foreign monetary policy can exacerbate the effect of
external shock towards C.E.E. capital markets in both short-term contagion but also
in fundamental based contagion. Meanwhile, a stable national exchange rate is able
the reduce the effect of co-movement between developed capital markets and C.E.E.
capital markets. In addition, a stable national economic environment can help isolate
the national capital market from external shocks.

In the case of inflation, foreign exchange rate, foreign economic cycle our results
suggest that in the short-term they are able to signal a potential increase in co-move-
ment, but their effect is less predominant. For these, variables, current changes are
reflected much slower in the degree of co-movement limiting their effectiveness.

The selective influence of macroeconomic factors pose an important question for
national authorities. While one most important factor that influences the degree of co-
movement between Western capital markets and C.E.E. capital markets is foreign mon-
etary policy, national authorities need to pay close attention to changes in monetary
policy as it can exacerbate the effects of external shocks. In the meantime, by ensuring
a stable economic environment and a strong and stable exchange rate, national capital
markets can be protected against spillovers from external shocks. Therefore, if national
authorities seek to protect and develop internal capital markets they must first ensure a
stable economic environment before seeking alternative measures of protection.
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