A Comparative Study of LQR and Integral Sliding Mode Control Strategies for Position Tracking Control of Robotic Manipulators
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Abstract – This paper provides a systematic comparative study of position tracking control of nonlinear robotic manipulators. The main contribution of this study is a comprehensive numerical simulation assessing position tracking performances and energy consumption of integral sliding mode control (ISMC), a linear-quadratic regulator with integral action (LQRT), and optimal integral sliding mode control (OISMC) under three conditions; namely, Case I) without the coupling effect, Case II) with the coupling effect on Link 1 only, and Case III) with the coupling effect on Link 2 only. The viability of the concept is evaluated based on three performance criteria, i.e., the step-response characteristics, position tracking error, and energy consumption of the aforementioned controllers. Based upon the simulation study, it has been found that OISMC offers performances almost similar to ISMC with more than 90% improvement of tracking performance under several cases compared to LQRT; however, energy consumption is successfully reduced by 3.6% in comparison to ISMC. Energy consumption of OISMC can be further reduced by applying optimization algorithms in tuning the weighting matrices. This paper can be considered significant as a robotic system with high tracking accuracy and low energy consumption is highly demanded to be implemented in smart factories, especially for autonomous systems.
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1. INTRODUCTION

Industrial Revolution 4.0 (IR 4.0) promotes a “smart factory” concept in many sectors, especially in the manufacturing sector, and autonomous robots are an integral part of such concept. Autonomous robots are widely used in smart factories to enhance productivity and product quality [1,2]. Robotic manipulators are one of the operational robots that have been frequently installed in manufacturing plants due to their capability of performing various complex tasks, such as welding, painting, and assembling in any conditions [3]. However, robotic manipulators inherit nonlinear features, high coupling-effects, and parametric uncertainties [3–5]. Based on the aforementioned characteristics of robotic manipulators, designing prominent robust position tracking control is a challenging task for a control designer. Moreover, energy efficiency of engineering systems in industry has become a worldwide issue [6]. It is reported that 40% of total energy consumption in industries is consumed by electric motors [7]. As reported in [8], most robotic manipulators are indeed actuated by electric motors. Hence, energy consumption of robotic manipulators should be considered in designing a control system along with position tracking performance.

A considerable amount of literature has been published on position tracking control of robotic manipulators, such as proportional-integral-derivative (PID) control, as in [9,10]. Despite PID control prominent position tracking performances in robotic manipulator systems, a PID controller is only effective in a slow-speed system and very sensitive to external perturbation, as reported by [11,12] and [13,14], respectively. The PID controller exhibits a slow recovery speed due to the linear behaviour of PID control. The linear behaviour cannot deal with a nonlinear dynamic process of robotic manipulator systems [15], such as the Coriolis effect associated with the speed of robotic ma-
nipulator systems. This issue may be explained by the fact that most nonlinear characteristics are ignored during the linear approximation process of robotic manipulator dynamics. In fact, the linear approximation process is a significant step in designing a classical controller, including PID control. Another prominent controller when it comes to dealing with nonlinear dynamics and robust tracking issues is intelligent control, as in [16,17]. Intelligent control offers an effective way to design a control system without a deep insight into the physical model of the system. However, the determination of its various parameters and complex rules is technically challenging and it relies on the designer’s experience to construct an effective membership function [5,18,19].

As many researchers have studied the position tracking problem, various modern controls have been developed to satisfy tracking performance, such as model predictive control (MPC) [20], computed torque control (CTC) [21], adaptive control [22, 23], and sliding mode control (SMC), as in [3, 24]. In comparison to CTC, MPC offers low sensitivity against model imperfection. However, a major problem with MPC is that many parameters and coefficients should be properly selected, such as the prediction and control horizons, and also the penalisation factor to obtain satisfactory performance, as concluded by the authors in [25]. Nevertheless, adaptive control offers promising performance with a strong theoretical framework, as in [5], but it produces an aggressive control signal [26], which is particularly harmful to the actuator. Furthermore, the efficiency of adaptive control depends on the effectiveness of the learning scheme.

Among nonlinear control strategies, SMC is eminent as a simple and robust control strategy. SMC is of interest because it can keep the stability of a nonlinear system while maintaining the desired performance by addressing uncertainties in the system [27, 28]. However, SMC is too expensive to be used for continuous operation as the control effort of a nonlinear controller scheme is enormous and aggressive, as mentioned in [26, 29]. Moreover, SMC suffers from the robustness issue in the reaching phase. Thus far, several studies have been published on minimising control effort in robotic manipulator applications, such as in [30, 31]. Both controllers in [30, 31] offer a promising result; however, such control schemes are complicated and sensitive to unmodelled dynamics [26, 32], especially for a high degree-of-freedom (DOF) system. As for the reaching phase issue of SMC, integral sliding mode control (ISMC) is introduced to eliminate the reaching phase [33], but ISMC still suffers from high control effort.

In view of these shortcomings, optimal integral sliding mode control (OISMC) is introduced in [34], where a linear-quadratic regulator (LQR) and ISMC are integrated to achieve multi-objective control conditions. By combining the LQR and ISMC, the excessive control effort of ISMC may be significantly reduced by properly selecting optimal parameters using the LQR approach. As a result, it inherits several merits, which are a robust control scheme against matched and unmatched uncertainties, and elimination of the SMC’s reaching phase issue. However, the most important advantage of OISMC is that it can be manipulated to energy consumption of robotic manipulators by minimising its control effort. The performance of OISMC has been validated in similar applications by numerical simulation studies, as in [35] and [36]. However, previous studies in [35, 36] used OISMC to solve the robust tracking problem against matched and unmatched uncertainties without considering energy consumption. Collectively, these studies suggest that OISMC has the potential to reduce energy consumption by taking the control effort of OISMC in robotic manipulators as the key measurements in the cost function along with the position tracking error.

Therefore, the main contributions in this study are the linearisation of the 2-DOF nonlinear robotic manipulator dynamic model, comprehensive simulation studies of three control strategies, and comparative analyses of the three control strategies focusing on the position tracking performance and energy consumption. The three control strategies are as follows: the LQR controller with integral action (LQRT), conventional ISMC (ISMC), and OISMC. This paper is very significant because there is an absence of comprehensive robustness analysis with respect to the coupling effect and energy consumption. The rest of this paper is organised as follows. First, this paper introduces a nonlinear model of robotic manipulators and the model is transformed into the input and output forms. It is followed by the linearisation process of the nonlinear model. The second stage is concerned with the development of the three aforementioned control strategies. The last stage of this paper presents the findings and discussion of the research.

2. ROBOTIC MANIPULATOR DYNAMIC MODEL

The equation of the motion for an n-degree of freedom (DOF) robotic manipulators is derived by using the Lagrange-Euler (LE) technique, as in [37]. In the next subsection, both nonlinear and linear dynamic equations are presented based on 2-DOF robotic manipulators, as shown in Fig. 1.
2.1. NONLINEAR DYNAMIC MODEL

The dynamics of an n-DOF robotic manipulator can be expressed as:

\[ \tau = M(q)\ddot{q} + V(q, \dot{q}) + G(q), \]  

where \( M(q) \in R^{n	imes n} \) is the inertia matrix, \( V(q, \dot{q}) \in R^n \) and \( G(q) \in R^n \) denote the Coriolis/centripetal vector and the gravitational vector, respectively, \( \tau \in R^n \) is the joint torque, and \( q \in R^n \) denotes angular displacement vectors. (1) can be rearranged so that the angular acceleration vectors can be described as:

\[ \ddot{q} = M(q)^{-1}[\tau - V(q, \dot{q}) - G(q)] . \]  

By defining the state vectors \( x=[q, \dot{q}]^T \) and \( x=[\dot{q}, \ddot{q}]^T \), the nonlinear dynamic equation of robot manipulators can be rewritten as follows:

\[ \dot{x} = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} M(q)^{-1}[\tau - V(q, \dot{q}) - G(q)] \\ 0 \end{bmatrix} u. \]  

Then, a nonlinear system without any uncertainties can be expressed in the canonical form of \( x = f(x,t) + b(x,t)u \) as:

\[ \dot{x} = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} M(q)^{-1}[-V(q, \dot{q}) - G(q)] + M(q)^{-1}J \end{bmatrix} u . \]  

where \( u=[\tau \ "and" \ u \in R^n \) represents the vector control input and \( \in \in R^n \) is the identity matrix. All vectors used in this paper are presented in Appendix I.

2.2. LINEARISED DYNAMIC MODEL

In this section, the linearisation of the nonlinear model is explained. To begin this process, some assumptions are made.

Assumption 2.1: The linear approximation of the nonlinear model is formulated by using the Taylor series expansion, where \( \sin q=q \) and \( \cos q=1 \) for a small deflection angle of the manipulators. \( q, q^2, \) and \( q\dot{q} \) are approximately small and neglected.

Assumption 2.2: Matrix A, B, and C are controllable. Sufficient conditions for checking the controllability of the system imply that the controllable matrix is a non-singular matrix and full rank, where:

\[ \text{rank}(M_C) = \text{rank} \left[ B AB \ldots A^{n-1}B \right] = n \]  

\[ \text{rank}(M_A) = \text{rank} \left( \begin{bmatrix} C \\ CA \\ \vdots \\ CA^{n-1} \end{bmatrix} \right) = n. \]  

From these assumptions, the state equation of robotic manipulators is presented in the continuous time linear system form as:

\[ \dot{x}(t) = Ax(t) + Bu(t) \]  

\[ y(t) = Cx(t) + Du(t), \]  

where the state variables can be defined as in Appendix II, and for the linearised dynamic equation, the vectors can be presented as \( x=[q, \dot{q}, \ddot{q}]^T, y=[q, \dot{q}]^T, \) and \( u=[\tau, \tau] \).
where \( u_{\text{swISMC}}(t) \) deals with lumped matched uncertainties, \( \varepsilon \), such as parameter uncertainty, unmodelled dynamics, and external disturbance with a known upper bound.

\[
\begin{align*}
 u_{\text{eqISMC}}(t) &= M(q)[\dot{q} + \alpha_1 \dot{e} + \alpha_2 e] + V(q, \dot{q}) + G(q) \\
(14)
\end{align*}
\]

The control law of ISMC \( u_{\text{ISMC}} \) can be rewritten by substituting (14) into \( u_{\text{ISMC}} \), and this yields:

\[
\begin{align*}
 u_{\text{ISMC}}(t) &= u_{\text{eqISMC}}(t) + u_{\text{swISMC}}(t), \\
(15)
\end{align*}
\]

where \( u_{\text{swISMC}}(t) = \delta \text{ sign}(s_{\text{ISMC}}) \) and \( \delta \) is the gain matrix to improve the reachability of ISMC.

**Proof:** The existence of integral sliding motion can be proven by using the Lyapunov function candidate:

\[
V_{\text{ISMC}} = \frac{1}{2} s_{\text{ISMC}}^T s_{\text{ISMC}} \\
(16)
\]

\[
\begin{align*}
 V_{\text{ISMC}} &= s_{\text{ISMC}}^T \dot{s}_{\text{ISMC}} \\
 V_{\text{ISMC}} &= s_{\text{ISMC}} [\alpha_1 \dot{e} + \alpha_2 e + \dot{q} - M(q)^{-1}[V(q, \dot{q}) - G(q)] - M(q)^{-1}u_{\text{ISMC}} + M(q)^{-1}e(t, x)] \\
\text{where } \varepsilon \text{ are lumped uncertain-} \\
\text{ties. By substituting the control law in (15) into (17), it follows that:}
\end{align*}
\]

\[
\begin{align*}
 \dot{V}_{\text{ISMC}} &= s_{\text{ISMC}}^T \left[ \alpha_1 \dot{e} + \alpha_2 e + \dot{q}, -M(q)^{-1}[V(q, \dot{q}) - G(q)] \\
 &\quad - M(q)^{-1}[M(q)\dot{q} + \alpha_1 \dot{e} + \alpha_2 e] + V(q, \dot{q}) + G(q) - u_{\text{swISMC}} \right] \\
\dot{V}_{\text{ISMC}} &= s_{\text{ISMC}}^T [-\delta \text{ sign}(s_{\text{ISMC}}) + e(t, x)] \\
\leq ||s_{\text{ISMC}}|| [-\delta + ||e(t, x)||].
\end{align*}
\]

Thus, \( \dot{V}_{\text{ISMC}} < 0 \) if \( \delta \geq ||e(t, x)|| \). It can be concluded that the error trajectories reach the sliding surface in finite time for all values of \( \delta \geq ||e(t, x)|| \). The proposed ISMC is illustrated in Fig. 2.

**Fig. 2.** Proposed ISMC architecture (s is a Laplace variable and \( q_a \) represents the robotic manipulator angular position)

### 3.2. LINEAR-QUADRATIC REGULATOR WITH INTEGRAL ACTION

LQR control has been attracting several researchers to reduce energy consumption of the system by considering energy consumption of the systems, such as in [38]. The common quadratic performance index can be defined as:

\[
J = \frac{1}{2} \int_0^\infty [\dot{x}^T(t)Q_{\text{LQRT}}x(t) + u_{\text{CLQRT}}^T(t)R_{\text{LQRT}}u_{\text{LQRT}}(t)] dt
(19)
\]

where \( u_{\text{CLQRT}} \) is the control signal of the LQRT, while \( Q_{\text{LQRT}} \) and \( R_{\text{LQRT}} \) are the symmetric positive definite state weighting matrices, respectively. However, as mentioned in [39], the conventional LQR controller cannot eliminate the steady-state error. Thus, the LQRT is introduced to improve tracking performance. In designing the LQRT, the linear dynamic equation as in (7) and (8) is used. By introducing the integral action into the system in (7), the augmented system can be formed as:

\[
\ddot{x}(t) = \left[ \begin{array}{c} \dot{x} \\ k_e \end{array} \right] = \left[ \begin{array}{cc} A & 0 \\ -C & 0 \end{array} \right] \left[ \begin{array}{c} x \\ x_e \end{array} \right] + \left[ \begin{array}{c} B \ \\ -D \end{array} \right] u + \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] r,
\]

where \( A = \left[ \begin{array}{cc} A & 0 \\ -C & 0 \end{array} \right] \) and \( B = \left[ \begin{array}{c} B \\ D \end{array} \right] \) matrices are used to solve the Riccati matrix equation for the LQRT to obtain a unique solution of the \( P \) matrix. Moreover, \( \dot{x}_e = -Cx + r \) and \( r \) defines the position reference. The Riccati matrix equation can be defined as:

\[
-P\dot{A} - \dot{A}^T P + P\dot{B}R^{-1}\dot{B}^T P - Q_{\text{LQRT}} = 0.
(21)
\]

Finally, the control law of the LQRT can be defined as:

\[
u_{\text{LQRT}}(t) = [K_{\text{LQR}} - K_e]\dot{x} = -R^{-1}\dot{B}^T P \dot{x}.
(22)
\]

The LQRT algorithm can be mapped as in Fig. 3.

**Fig. 3.** Proposed LQRT architecture (s is a Laplace variable and \( q_a \) represents the robotic manipulator angular position)

#### 3.3. OPTIMAL INTEGRAL SLIDING MODE CONTROL

As explained earlier, ISMC is a promising robust controller against matched uncertainty but it generates a high control signal. As mentioned by the authors in [26], a high control signal may increase energy consumption and degrade system performance. In view of these shortcomings, OISMC is proposed to reduce energy consumption and simultaneously maintain system performance. Another advantage of OISMC is that such control scheme can be easily designed for a multivariable
system without amplifying unmatched uncertainty [40]. In this paper, the control law of OISMC is described as:

\[u_{OISMC}(t) = u_o(t) + u_{swOISMC}(t).\]  
(23)

By combining the basic LQR control in \(u_o\) and a switching control part \(u_{swOISMC}\), \(u_{OISMC}\) can be rewritten as:

\[u_{OISMC}(t) = K_{OISMC}e(t) - \delta_0 \text{sign}(s_{OISMC}).\]  
(24)

where \(\delta_0\) is a scalar gain matrix to enforce the sliding motion, and \(s_{OISMC}\) is the integral sliding function of OISMC. \(s_{OISMC}\) can be defined as:

\[s_{OISMC}(t) = Fe(t) - Fe(0) - \int_0^t F(Ae(t) + Bu_o(t)) dt\]  
(25)

where \(F = (B^T B)^{-1} B^T\) such that the matrix \(FB\) becomes nonsingular and does not amplify the effect of unmatched uncertainty. A detailed explanation of the selection of the constant matrix \(F\) can be found in [40].

The cost function \(J_o\) can be expressed as:

\[J_o = \frac{1}{2} \int_0^t [e^T(t)Q_o e(t) + u_{CO}^T(t)R_o u_{CO}(t)] dt,\]  
(26)

where \(u_{CO}\) is the control signal of \(u_o\) in OISMC, while \(Q_o\) and \(R_o\) are the symmetric positive definite state weighting matrices, respectively. \(K_{OISMC}\) can be determined by using a similar approach to the classical LQR control:

\[K_{OISMC} = -R_o^{-1}B^TP_o.\]  
(27)

Also, matrix \(P_o\) is the solution of the Riccati equation to minimise \(J_o:\)

\[-P_oA - A^TP_o + P_oBR_o^{-1}B^TP_o - Q_o = 0.\]  
(28)

Proof: The existence of integral sliding motion can be proven by using the Lyapunov function candidate as in [41]:

\[V_{OISMC} = \frac{1}{2}s_{OISMC}^T s_{OISMC}.\]  
(29)

The time derivative of the Lyapunov function is defined as follows:

\[\dot{V}_{OISMC} = s_{OISMC}^T \dot{s}_{OISMC} + s_{OISMC}^T \sum_{i=1}^2 A_i \dot{e}_i(t),\]

\[\dot{V}_{OISMC} = s_{OISMC}^T [F(Ae(t) + Bu_{OISMC}(t) + e(t,x))] - F(Ae(t) + BK_{OISMC} e(t))\]

\[\dot{V}_{OISMC} = s_{OISMC}^T [B\delta_0 \text{sign}(s_{OISMC}) + e(t,x)] - F(Ae(t) + BK_{OISMC} e(t))\]

\[\dot{V}_{OISMC} = \|s_{OISMC}\| [-F\delta + \|F e(t,x)\|].\]  
(30)

From (30), it can be concluded that integral sliding motion can be achieved for all values of \(\delta \geq \|e(t,x)\|\) and the system can be stabilized as long as \(K_{OISMC}\) is computed by properly selecting weighting matrices \(Q_o\) and \(R_o\) [42]. The OISMC block diagram can be demonstrated as in Fig. 4.

![Fig. 4. Proposed OISMC Architecture (s is a Laplace variable and \(q_a\) represents the robotic manipulator angular position)](image)

4. RESULTS AND DISCUSSION

The previous section describes the controllers used in this study. The next part of this paper discusses the results obtained from the numerical simulation study. The designed controllers and a nonlinear model of 2-DOF robotic manipulators are mapped in MATLAB-Simulink for a simulation study. The main objective of the controller is to keep the angular position of each link at the desired trajectory under three separate cases and its energy consumption. The parameters are arbitrarily tuned until the satisfied tracking performance is achieved. Table 1 presents the selected parameters for ISMC.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Link 1</th>
<th>Link 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISMC</td>
<td>13</td>
<td>13</td>
</tr>
</tbody>
</table>

As for the LQRT and OISMC, the selected \(Q_{LQRT}, R_{LQRT}, Q_o, R_o\) and \(\delta_o\) matrices for the LQRT and OISMC can be described as in (31) and (32), respectively:

\[Q_{LQRT} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \]  
(31)

\[R_{LQRT} = 0.01 \times \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} = I_{2x2}.\]  
(32)

\[Q_o = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} = I_{4x4}, R_o = 0.05 \times \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.\]  
(33)

\[\delta_o = \begin{bmatrix} 5 \\ 0 \\ 0 \\ 5 \end{bmatrix}.\]  
(34)
For the purpose of analysis, three case studies are conducted to evaluate tracking performances of the proposed controllers. The studies are described in the following cases:

Case I: Link 1 and Link 2 step responses without the coupling effect.

Case II: Link 1 step response with a dynamic input on Link 2.

Case III: Link 2 step response with a dynamic input on Link 1.

The desired trajectories for the step input and the dynamic input are defined as 0.7854 rad and 0.7854sin(t), respectively. Moreover, the starting position for the dynamic input and the sampling period for all studies are set to π/2 rad and 0.1 ms, respectively. In order to assess the controller performance, three performance criteria are evaluated: 1. Step response characteristics, 2. Mean square error (MSE), and 3. Energy of control input (ECI). MSE and ECI are measured by:

\[
MSE = \frac{\sum_{i=1}^{N} u_i^2}{N} \tag{33}
\]

\[
ECI = \int_{0}^{t} u^2 \, du, \tag{34}
\]

where \(N\) denotes the total number of sampling data.

4.1. IDEAL STEP RESPONSE

The first case aims to evaluate step response characteristics of the designed controllers and the results are shown in Fig. 5 and Table 2. By comparing the results in Fig. 5 and Table 2, it can be seen that in comparison to the LQRT, there is a significant reduction of the overshoot (os) and undershoot (us) in ISMC and OISMC step-input responses. ISMC and OISMC successfully reduce the overshoot (os) and undershoot approximately by 5% and 31%, respectively. Moreover, it is apparent from Table 2 that the time responses in terms of the rise time (\(t_r\)) and settling time (\(t_s\)) of ISMC and OISMC are very fast, i.e. almost 90% faster than the LQRT. These findings have important implications for developing robotic manipulators, especially for restricted space and cooperative-form applications, where fast response with low overshoot and undershoot are necessary features in the system performance.

Despite the improvement of some step-response characteristics by ISMC and OISMC, compared to the LQRT, there is a slight increase in the steady-state accuracy (\(e_{ss}\)) due to the chattering effect. This finding is unexpected because the LQRT is designed to optimise the control signal rather than the positioning precision. However, this value has no significant effect on the overall transient performance as the increment is small, i.e. approximately 0.1 to 0.4 milliradian. In addition, ISMC and OISMC still suffer from insubstantial magnitude of chattering, which may increase energy consumption.

4.2. TRACKING PERFORMANCE

The purpose of Case II and Case III studies is to measure tracking performances of the designed controllers under the high coupling effect of robotic manipulators, in which the opposite link is injected with the dynamic sinusoidal input. Tracking performances of the designed controllers are compared in Fig. 6 and Fig. 7. In Fig. 7, it can be seen that ISMC and OISMC give the lowest MSE values for all cases, whereas the LQRT shows a sluggish response. These results indicate that ISMC and OISMC offer a better position tracking control scheme to encounter the coupling effect for the robotic manipulator than the LQRT by approximately more than 90% reduction of MSE for all studies. Further analysis shows that the LQRT produces fragile tracking capability due to the high coupling effect. These results are likely to be related to the low control signal of the LQRT; consequently, the robotic manipulator does not receive a sufficient control signal to properly react from the unexpected perturbation. The next section discusses energy consumption of the designed controllers.
4.3. ENERGY CONSUMPTION

Energy consumption of each designed controller is compared in Fig. 8 and Fig. 9. In Fig. 9, the results provide the evidence that the LQRT offers low energy consumption compared to the ISMC and OISMC schemes, but it penalises position tracking performances of robotic manipulators. Perhaps the most important finding is that OISMC successfully reduces energy consumption by 3.6%, while it offers almost similar performance compared to ISMC. This result may be explained by the fact that the designed regulator control can reduce the control signal computed by the equivalent control part \(u_{\text{ueqISMC}}\) in the ISMC scheme. It can be seen that the difference between the energy consumption of ISMC and OISMC may be small but the designed regulator control may be further improved as its Q and R matrices can be further tuned by using any optimisation technique. An implication of energy reduction is that OISMC can reduce the energy cost for continuous operation, and simultaneously, it may reduce the operational cost due to wear and tear on the actuator and mechanical structure.

5. CONCLUSION

This study is set out to comprehensively compare the performances of ISMC, OISMC, and the LQRT. It can be concluded from that OISMC can replicate almost similar step input characteristics and tracking performance under various cases just like ISMC. The second major finding is the reduction of the control effort of OISMC, while maintaining such performance. Moreover, further analysis shows that, in comparison with ISMC and OISMC, the LQRT offers high steady-state accuracy and low energy consumption but it suffers from high sensitivity towards the coupling effect and a worse transient response. The current findings add to a growing literature on both the ISMC scheme and optimal control. As an extension to our work, it would be interesting to further optimise the weighting matrices in OISMC by using optimisation techniques. Further investigation and experimentation into OISMC are strongly recommended, especially on the robustness of OISMC under the presence of noise measurement and external torque disturbance.
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APPENDIX I

A nonlinear model of 2-DOF robotic manipulators:

\[ M(q) = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}, \quad V(q, \dot{q}) = \begin{bmatrix} V_{11} \\ V_{21} \end{bmatrix}, \quad g(q) = \begin{bmatrix} G_{11} \\ G_{21} \end{bmatrix} \]

\[ M_{11} = \frac{1}{3} m_1 l_1^2 + m_2 l_1^2 + \frac{1}{3} m_2 l_2^2 + m_2 l_1 l_2 \cos q_2 \]

\[ M_{12} = M_{21} = \frac{1}{3} m_2 l_2^2 + \frac{1}{2} m_2 l_1 l_2 \cos q_2 \]

\[ M_{22} = \frac{1}{3} m_2 l_2^2 \]

\[ V_{11} = -m_2 l_1 l_2 (\sin q_2) \dot{q}_1 \dot{q}_2 - \frac{1}{2} m_2 l_1 l_2 (\sin q_2) \dot{q}_2^2 \]

\[ V_{21} = \frac{1}{2} m_2 l_1 l_2 (\sin q_2) \dot{q}_1^2 \]

\[ G_{11} = \frac{1}{2} m_1 g l_1 (\cos q_1) + m_2 g l_1 (\cos q_1) + \frac{1}{2} m_2 g l_2 (\cos (q_1 + q_2)) \]

\[ G_{21} = \frac{1}{2} m_2 g l_2 (\cos (q_1 + q_2)) \]

where, \( q, \dot{q}, \) and \( \ddot{q} \) denote the angular displacement, angular velocity, and angular acceleration of Link 1 and Link 2, respectively. \( l_1 \) and \( l_2 \) are the lengths of Link 1 and Link 2, respectively. The parameters are defined as in Table 3.

\[ \text{Table 3. Robotic manipulator parameters} \]

<table>
<thead>
<tr>
<th>Parameters (Units)</th>
<th>Symbols</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass of Link 1 (kg)</td>
<td>( m_1 )</td>
<td>1</td>
</tr>
<tr>
<td>Mass of Link 2 (kg)</td>
<td>( m_2 )</td>
<td>2</td>
</tr>
<tr>
<td>Length of Link (m)</td>
<td>( l = l_1 = l_2 )</td>
<td>0.5</td>
</tr>
<tr>
<td>Gravitational acceleration (m/s^2)</td>
<td>( g )</td>
<td>9.81</td>
</tr>
</tbody>
</table>

APPENDIX II

A linearised model of 2-DOF robotic manipulators:

\[ M(q)^{-1} = \frac{1}{M_{11} M_{22} - M_{12} M_{21}} \begin{bmatrix} M_{22} & -M_{12} \\ -M_{21} & M_{11} \end{bmatrix} \]

\[ = \begin{bmatrix} |M_{11}| & |M_{12}| \\ |M_{21}| & |M_{22}| \end{bmatrix} \]

A linearised model of robotic manipulators based on Assumption 2.1:

\[ M_{11} = \frac{1}{3} m_1 l_1^2 + m_2 l_1^2 + \frac{1}{3} m_2 l_2^2 + \frac{1}{3} m_1 l_1^2 + \frac{1}{2} m_2 l_1 l_2 \cos q_2 \]

\[ M_{12} = M_{21} = \frac{1}{3} m_2 l_2^2 + \frac{1}{2} m_2 l_1 l_2 \cos q_2 \]

\[ M_{22} = \frac{1}{3} m_2 l_2^2 \]

\[ V_{11} = m_3 l_2^2 q_2 \dot{q}_2 + \frac{1}{2} m_2 l_2^2 \dot{q}_2 \]

\[ V_{21} = -\frac{1}{2} m_2 l_2^2 \dot{q}_2 \]

\[ G_{11} = -\frac{1}{2} m_1 g l_1 - \frac{3}{2} m_2 g l \]

\[ G_{21} = -\frac{1}{2} m_2 g l \]

\[ \dot{x}_1 = f_1 = \dot{q}_1 \]

\[ \dot{x}_2 = f_2 = \dot{q}_2 \]

\[ \dot{x}_3 = f_3 = IM_{11} [-V_{11} - G_{11} + \tau_3] + IM_{12} [-V_{21} - G_{21} + \tau_2] \]

\[ \dot{x}_4 = f_4 = IM_{21} [-V_{11} - G_{11} + \tau_1] + IM_{22} [-V_{21} - G_{21} + \tau_2] \]

\[ A = \begin{bmatrix} 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 1 \\ \frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \frac{\partial f_1}{\partial x_3} & \frac{\partial f_1}{\partial x_4} \\ \frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \frac{\partial f_2}{\partial x_3} & \frac{\partial f_2}{\partial x_4} \end{bmatrix} \]

\[ B = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \text{ and } C = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix}. \]

where \( x = [q_1, q_2, \dot{q}_1, \dot{q}_2]^T \).
APPENDIX III
Raw data of tracking performances:

Case I:

<table>
<thead>
<tr>
<th>Controller</th>
<th>MSE1</th>
<th>MSE2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISMC</td>
<td>5.84 x e⁻⁴</td>
<td>5.84 x e⁻⁴</td>
</tr>
<tr>
<td>OISMC</td>
<td>5.95 x e⁻⁴</td>
<td>5.95 x e⁻⁴</td>
</tr>
<tr>
<td>LQRT</td>
<td>0.0385</td>
<td>0.0193</td>
</tr>
</tbody>
</table>

Case II:

<table>
<thead>
<tr>
<th>Controller</th>
<th>MSE1</th>
<th>MSE2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISMC</td>
<td>5.92 x e⁻⁴</td>
<td>0.0023</td>
</tr>
<tr>
<td>OISMC</td>
<td>5.95 x e⁻⁴</td>
<td>0.0023</td>
</tr>
<tr>
<td>LQRT</td>
<td>0.0461</td>
<td>0.4163</td>
</tr>
</tbody>
</table>

Case III:

<table>
<thead>
<tr>
<th>Controller</th>
<th>MSE1</th>
<th>MSE2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISMC</td>
<td>0.0023</td>
<td>5.9 x e⁻⁴</td>
</tr>
<tr>
<td>OISMC</td>
<td>0.0023</td>
<td>6.17 x e⁻⁴</td>
</tr>
<tr>
<td>LQRT</td>
<td>0.5194</td>
<td>0.0207</td>
</tr>
</tbody>
</table>

where MSE1 and MSE2 are the MSE of Link 1 and Link 2, respectively.

APPENDIX IV
Raw data of energy consumption:

Case I:

<table>
<thead>
<tr>
<th>Controller</th>
<th>Link 1</th>
<th>Link 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISMC</td>
<td>14257</td>
<td>1725.20</td>
<td>15982.2</td>
</tr>
<tr>
<td>OISMC</td>
<td>12659</td>
<td>1495.1</td>
<td>14154.1</td>
</tr>
<tr>
<td>LQRT</td>
<td>104.05</td>
<td>14.7</td>
<td>118.75</td>
</tr>
</tbody>
</table>

Case II:

<table>
<thead>
<tr>
<th>Controller</th>
<th>Link 1</th>
<th>Link 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISMC</td>
<td>7785.5</td>
<td>1089.7</td>
<td>8875.2</td>
</tr>
<tr>
<td>OISMC</td>
<td>7751.3</td>
<td>1087.5</td>
<td>8838.8</td>
</tr>
<tr>
<td>LQRT</td>
<td>127.54</td>
<td>25.60</td>
<td>153.14</td>
</tr>
</tbody>
</table>

Case III:

<table>
<thead>
<tr>
<th>Controller</th>
<th>Link 1</th>
<th>Link 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISMC</td>
<td>20855</td>
<td>2346</td>
<td>23201</td>
</tr>
<tr>
<td>OISMC</td>
<td>20963</td>
<td>2365.5</td>
<td>23328.5</td>
</tr>
<tr>
<td>LQRT</td>
<td>196.39</td>
<td>27.02</td>
<td>223.41</td>
</tr>
</tbody>
</table>