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ABSTRACT
This paper proposes a fault diagnosis and fault-tolerant control method for a system with a
fast time-varying delay and time-varying parameters. A fault observer is designed to estimate
faults, and an improved fast adaptive fault estimation (FAFE) algorithm is developed to reduce
the relevant constraints in the general form of this algorithm. With newly introduced relaxation
matrices, this study estimates faults in a system exhibiting a fast time-varying delay. Based on
the estimated faults, an output feedback controller is designed to accommodate the faults. The
fault-tolerant control is realizedusing the introduced relaxationmatrices. An algorithm is derived
to solve for the observer and controller. Finally, the theory andmethod are validated using a real
example of a helicopter system.
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1. Introduction

With the increasing complexity of control systems
in modern industrial processes and the increasing
requirements of reliable systems [1,2], the diagnosis
and accommodation of faults for dynamic systems have
become more important.

The diagnosis and accommodation of faults for sys-
tems with a time delay is an important and challeng-
ing task [3–5] because many realistic systems exhibit
a time delay [6]. Furthermore, because of the uncer-
tain parameters in most practical systems, the design
becomes more difficult [7,8]. Only few studies have
been conducted in the area of fault estimation for
time-delay systems. A sliding mode observer has been
designed to estimate faults; however, in this method,
the system demand is so high that its applicability is
poor [9]. Moreover, it is only suitable for systems with
a constant or a slow time-varying delay. In another
study [10], a fault estimation filter method was used to
estimate the faults in a near spacecraft. However, this
method is not suitable for all types of faults because of
its strict constraints. An observer-based iterative learn-
ing method was used to estimate the fault in a space-
craft; however, the design process of this method is so
complicated that its generality is poor, and this method
must also satisfy difficult conditions [11]. An adaptive
observer was designed to estimate faults in a system
with a time-varying delay using the common adap-
tive fault estimation (CAFE) algorithm. This method is
simple and effective while being less restrictive on the

system and faults. However, the method is unsuitable
for systems with a fast time-varying delay [12]. A fast
adaptive fault estimation (FAFE) algorithm has been
developed to estimate faults in a system with a fast
time-varying delay by introducing relaxation matrices.
However, in the FAFE algorithm, the corresponding
constraints need to be calculated via an approximate
method. Moreover, no method has been provided for
fault-tolerant control of the system [13].

Studies on the fault-tolerant control for systems with
a time-varying delay are limited [14]. A fault-tolerant
controller for a linear system without time delay has
been designed based on online fault estimates [15]. In
another study, a fault-tolerant controller for a linear sys-
tem with a slow time-varying delay has been designed
via the adaptive control method based on online fault
estimates [16]. A fault accommodation method for a
system with a slow time-varying delay has been pro-
posed based on adaptive slidingmode control [17]. The
above methods can achieve satisfactory results for sys-
tems with slow time-varying delays or without any time
delay but are unsuitable for systems with a fast time-
varying delay. Studies on the fault-tolerant control for
systems with a fast time-varying delay are lacking [18].

The main objective of this study was to develop a
method for the fault diagnosis and fault-tolerant con-
trol of systems with a fast time-varying delay. Estimat-
ing and accommodating faults for such systems with
loose constraints and improved applicability is a chal-
lenging task.
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In this study, a fault observer is designed based on
the improved FAFE algorithm for systems with a fast
time-varying delay and time-varying parameters. The
faults are estimated by introducing relaxation matrices.
Based on this, an output feedback fault-tolerant con-
troller is designed. The relaxation matrices are intro-
duced to realize fault-tolerant control. Because the
observer and controller cannot be solved directly, this
paper derives a corresponding iterative algorithm to
solve the problem. Finally, the accuracy of the method
is proven through numerical and real examples.

The contributions of this study are as follows. (1) The
system reported in this paper has a fast time-varying
delay and time-varying parameters; we estimate the
faults in this system, despite the challenging nature of
the task. (2) After the fault estimation, we propose a
method for fault accommodation.

2. System description and preliminaries

A system with a fast time-varying delay can be repre-
sented as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ(t) = (A + D1F(t)E1)x(t)

+(Ad + D1F(t)Ed)x(t − d(t))

+(B + D1F(t)E2)u(t) + (G + D1F(t)E3)

×f (t) + (W + D1F(t)E4)w(t)
y(t) = Cx(t)

,

(1)
where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rp are the state,
control input, and output vectors, respectively. f (t) ∈
Rq indicates the fault in the actuator of the system,
satisfying the condition ḟ (t) ∈ L2[0,∞); d(t) is the
time-varying delay in the system, which satisfies 0 <

d(t) ≤ h and ḋ(t) ≤ τ ; and w(t) ∈ Rs is the noise in
the system, which satisfies w(t) ∈ L2[0,∞). In addi-
tion, A, Ad, B, G, W, C, D1, E1, Ed, E2, E3, and E4 are
known real constant matrices with appropriate dimen-
sions, F(t) represents the matrix associated with the
time-varying parameters of the system, satisfying the
condition FT(t)F(t) ≤ I, and I is a unit matrix.

Prior to diagnosing the faults and developing a fault-
tolerant control for the system represented in (1), we
assume the following:

Assumption 2.1: B is a full column rank matrix, and C
is a full row rank matrix.

Assumption 2.2: (A,B) is controllable, and (A,C)is
observable.

Assumption 2.3: rank(B,G) = rank(B) and rank
(E2,E3) = rank(E2).

Remark 2.1: Assumptions 2.1 and 2.2 are reasonable
for the control system and are necessary conditions for

fault estimation and accommodation. The fault studied
in this paper occurs in actuators. According to a pre-
vious study [19], assumption 2.3 is reasonable and is
equivalent to considering a matrix G∗ ∈ Rm×n, imply-
ing that BG∗ + G = 0 and E2G∗ + E3 = 0 hold.

Lemma 2.1: [20]: Y is assumed to be a symmetric
matrix, where D and E are matrices of appropriate
dimensions. Accordingly, the inequality

Y + DFE + ETFTDT < 0

will hold for all matrices satisfying FTF ≤ I, if and only
if the inequality

Y + εDDT + ε−1ETE < 0

holds for a positive scalar ε.

3. Design of a fault estimation observer

The following observer is designed to estimate faults:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂x(t) = (A + D1F(t)E1)x̂(t) + (Ad + D1F(t)Ed)

×x̂(t − d(t)) + (B + D1F(t)E2)u(t)

+(G + D1F(t)E3)f̂ (t) − L(ŷ(t) − y(t))

−H(ŷ(t − d(t)) − y(t − d(t)))

ŷ(t) = Cx̂(t)
(2)

where x̂(t) ∈ R̂n is the observer state vector, ŷ(t) ∈ Rp

is the observer output vector, f̂ (t) ∈ Rq is the fault esti-
mates, and L andH are the gainmatrices of the observer
to be designed.

We used the improved FAFE algorithm to estimate
the fault:

˙̂f (t) = −�
(
K1 ˙̃y(t) + K2ỹ(t)

)
(3)

where � = �T > 0 is the adaptive learning factor, and
K1 andK2 are matrices with unknown parameters to be
solved.

From the improved FAFE algorithm (3), the fault
estimation signal can be obtained.

f̂ (t) = −�
(
K1ỹ(t) + K2∫t0ỹ(s)ds

)
(4)

Remark 3.1: The CAFE algorithm is expressed as

˙̂f (t) = −�Kỹ(t) (5)

and the FAFE algorithm is expressed as

˙̂f (t) = −�K
( ˙̃y(t) + ỹ(t)

)
(6)

Equations (5) and (6) show that the FAFE is the
improved version of the CAFE. Because the FAFE
includes an additional ˙̃y(t) term, the performance of the
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FAFE is better than that of the CAFE. From (4) and (6),
we see that in the general FAFE algorithm, K = K1 =
K2. It needs to satisfy the equation (G + D1F(t)E3)T
P = KC. Because of the uncertain parameter matrix
F(t), this equation is difficult to solve. The improved
FAFE reported in this paper does not require the con-
straints of this equation; thus, we compensate for the
shortcomings of the general FAFE algorithm. In (3), �
is an adaptive learning factor; its role is only to improve
the fault estimation performance and has nothing to
do with the performance indicators, namely the robust-
ness and stability, of the observer. Therefore, we do not
consider � (we take � = I at first, where I is a unit
matrix) when the observer is designed using the H∞
performance indicators. Once the parameters affecting
the performance indicators are determined, we assign
� a specific value to improve the fault estimation per-
formance.

We define

x̃ = x̂ − x, ỹ = ŷ − y, and f̃ = f̂ − f

where x̃ is the state estimation error, ỹ is the output
estimation error, and f̃ is the fault estimation error.

Furthermore, we define

A′ = A + D1F(t)E1, Ad
′ = Ad + D1F(t)Ed,

B′ = B + D1F(t)E2, G′ = G + D1F(t)E3, and

W′ = W + D1F(t)E4

Thus, we can obtain the following extension system:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ẋ(t) = (A − LC + D1F(t)E1)x(t)

+(Ad − HC + D1F(t)Ed)x(t − d(t))

−(W + DF(t)E4)μ(t)
ỹ(t) = Cx̃(t)

(7)

where

A =
(

A G

−K1CA − K2C −K1CG

)
, L =

(
L

−K1CL

)
,

C = (C0), D1 =
(

D1

−K1CD1

)
, E1 = (E1E3),

H =
(

H

−K1CH

)
, Ed = (Ed 0), W =

(
W 0

−K1CW I

)
,

E4 = (E40), x̄(t) = (x̃T(t)f̃ T(t))T, and

μ(t) =
(
wT(t)f Ṫ(t)

)T
.

To reduce the steady state error in the system, we define
the following H∞ performance indicator:

J = ∫∞
0

1
γ
ỹT(t)ỹ(t) − γμT(t)μ(t)dt (8)

Theorem3.1: For the givenH∞ performance indicators
γ > 0 and constants h > 0, if there exist symmetric pos-
itive definite matrices P1, P2, Z1,Q1,�1, and �2 ∈ Rn×n

andmatrices K1,K2 ∈ Rq×p, N1, N2 ∈ Rn×n, L, and H ∈
Rn×p, such that (9) holds,⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�0 hN h�1
T �2

∗ −hZ1 0 0

∗ ∗ −hZ1−1 0

∗ ∗ ∗ −�1

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
�3

T �2 �4
T

0 0 0

0 0 0

0 0 0

−�1
−1 0 0

∗ −�2 0

∗ ∗ −�2
−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
< 0 (9)

where

�0 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

ϕ1 ϕ2 ϕ3 −P1W′ 0

∗ ϕ4 ϕ5 0 0

∗ ∗ ϕ6 P2K1CW′ −P2
∗ ∗ ∗ −γ I 0

∗ ∗ ∗ ∗ −γ I

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

ϕ1 = P1(A′ − LC) + (A′ − LC)TP1 + Q1

+ N1
T + N1 + γ −1CTC,

ϕ1 = P1(A′ − LC) + (A′ − LC)TP1

+ Q1 + N1
T + N1 + γ −1CTC,

ϕ1 = P1(A′ − LC) + (A′ − LC)TP1 + Q1 + N1
T + N1

+ γ −1CTC, ϕ2 = P1(Ad
′ − HC) + N2

T − N1,

ϕ3 = P1G′ − A′TCTK1
TP2

− CTK2
TP2, ϕ4 = −(1 − τ)Q1 − N2

T − N2,

ϕ5 = −CTK2
TP2, ϕ6 = −P2K1CG′

− G′TCTK1
TP2, andN = (N1

TN2
T000)T

the improved FAFE algorithm (4) can make the state
and fault estimation errors robust and stable, and the
extension system (7) will satisfy the H∞ performance
||ỹ(t)||2 < γ ||μ(t)||2.

Proof: The following Lyapunov function is selected:

V(t) = V1(t) + V2(t) + V3(t) (10)
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where

V1(t) = xT(t)Px(t) (11)

V2(t) = ∫tt−d(t)x
T(t)Qx(t)dt, and (12)

V3(t) = ∫0−h∫tt+θx
Ṫ(s)Zẋ(s)dsdθ (13)

where P =
(
P1 0
0 P2

)
, Q = ( Q1 0

0 0
)
, and Z = ( Z1 0

0 0
)
.

Taking the derivatives ofV1(t),V2(t), andV3(t)with
respect to time, we obtain:

V̇1 = 2x̃T(t)P1 ˙̃x(t) + 2f̃ T(t)P2
˙̃f (t)

= 2x̃T(t)P1((A′ − LC)x̃(t)

+ (Ad
′ − HC)x̃(t − d(t))

−W′w(t)) + 2f̃ T(t)P2(−K1C((A′ − LC)x̃(t)

+(Ad
′ − HC)x̃(t − d(t)) − W ′w(t))

− K2Cx̃(t) −ḟ (t)
)

≤ 2x̃T(t)P1(A′ − LC)x̃(t) + 2x̃T(t)

× P1(Ad
′ − HC)x̃(t − d(t))

+ 2x̃T(t)P1G′ f̃ (t) − 2x̃T(t)P1W′w(t)

− 2f̃ T(t)P2(K1CA′ + K2C)x̃(t)

− 2f̃ T(t)P2K1CAd
′x̃(t − d(t))

− 2f̃ T(t)P2K1CG′ f̃ (t) + 2f̃ T(t)P2K1CW′w(t)

− 2f̃ T(t)P2 ḟ (t) + f̃ T(t)P2K1C�1
−1

× (P2K1C)T f̃ (t) + x̃T(t)CTLT�1LCx̃(t)

+ f̃ T(t)P2K1C�2
−1(P2K1C)T f̃ (t)

+ x̃T(t − d(t))CTHT�2HCx̃(t − d(t)) (14)

V̇2 = x̃T(t)Q1x̃(t) − (
1 − ḋ(t)

)
x̃T(t)Q1x̃(t)

≤ x̃T(t)Q1x̃(t) − (1 − τ)x̃T(t)Q1x̃(t), and
(15)

V̇3 ≤ h ˙̃xT(t)Z1 ˙̃x(t) − ∫tt−d(t)
˙̃xT(s)Z1 ˙̃x(s)ds

= hηT(t)�1
TZ1�1η(t) + 2ηT(t)NK0

Tη(t)

+ hηT(t)NZ1−1NTη(t)

− ∫tt−d(t)

( ˙̃xT(s)Z1 + ηT(s)N
)
Z1−1

×
(
Z1 ˙̃x(s) + NTη(s)

)
ds

≤ hηT(t)�1
TZ1�1η(t) + 2ηT(t)NK0

Tη(t)

+ hηT(t)NZ1−1NTη(t) (16)

where

η(t) =
(
x̃T(t) x̃T(t − d(t)) f̃ T(t) wT(t) ˙f T(t)

)T

K0 = (1 1 0 0 0)T,

�1 = ((A′ − LC)(Ad
′ − HC)G′ − W′0),

�2 = (0 0 (P2K1C)T 0 0)T, and�3 = (LC 0 0 0 0),

�4 = (0 HC 0 0 0) �

Remark 3.2: Because x̃(t) − x̃(t − d(t)) = ∫tt−d(t)
˙̃x(s)ds,

we can obtain

(x̃T(t)N1 + x̃T(t − d(t))N2)

·
(
x̃(t) − x̃(t − d(t)) − ∫tt−d(t)

˙̃x(s)ds
)

= 0 (17)

Based on (17), we can solve (16); thus, the relaxation
matrices N1 and N2 are introduced. If the relaxation
matrices are not introduced, ϕ4 of Theorem 3.1 will be
−(1 − τ)Q1 > 0. In this case, the matrix inequality of
Theorem 3.1 will be unsolved when τ > 1. Because the
relaxation matricesN2 andNT

2 appear in ϕ4, the matrix
inequality can be solved. Thus, faults can be estimated.

From (8), the following can be obtained:

J ≤ ∫∞
0

1
γ
ỹT(t)ỹ(t) − γμT(t)μ(t) + V̇(t)dt

= ∫∞
0 ηT(t)(�0 + h�1

TZ1�1 + hNZ1−1NT

+ �2
T�1

−1�2 + �3
T�1�3

+ �2
T�2

−1�2 + �4
T�2�4)η(t)dt (18)

According to Schur complements, when (7) holds, we
have

�0 + h�1
TZ1�1 + hNZ1−1NT + �2

T�1
−1�2

+ �3
T�1�3 + �2

T�2
−1�2 + �4

T�2�4 < 0
(19)

Equation (19) can be expressed as

1
γ
ỹT(t)ỹ(t) − γμT(t)μ(t) + V̇(t) < 0

Therefore, according to [21], the state and fault esti-
mation errors are robust and stable. From (18), (19),
and considering 0 the initial state, extension system (7)
satisfies the H∞ performance ||ỹ(t)||2 < γ ||μ(t)||2.

It is difficult to solve (9) of Theorem 3.1; therefore,
we transformed it into a matrix inequality, which can
be solved using the iterative method.

Note that

�0 = �01 + �02

= �01 + �021F(t)�022 + �022
TFT(t)�021

T

(20)
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where

�01 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

ϕ11 ϕ21 ϕ31 −P1W 0

∗ ϕ4 ϕ5 0 0

∗ ∗ ϕ61 P2K1CW −P2
∗ ∗ ∗ −γ I 0

∗ ∗ ∗ ∗ −γ I

⎞⎟⎟⎟⎟⎟⎟⎟⎠
�022 = (E1 Ed E3 − E4 0)

�021 = ((P1D1)
T 0 0 − (P2K1CD1)

T 0)T

�1 = �11 + D1F(t)�022

�11 = ((A − LC) (Ad − HC) G − W 0),

ϕ11 = P1(A − LC) + (A − LC)TP1 + Q1

+ N1
T + N1 + γ −1CTC

ϕ21 = P1(Ad − HC) + N2
T − N1

ϕ31 = P1G − ATCTK1
TP2 − CTK2

TP2, and

ϕ61 = −P2�K1CG − GTCTK1
TP2.

Thus, inequality (9) is equivalent to⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�01 hN h�11
TP1 �2

∗ −hZ1 0 0

∗ ∗ −hP1Z1−1P1 0

∗ ∗ ∗ −�1

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗

�3
T �2 �4

T

0 0 0

0 0 0

0 0 0

−�1
−1 0 0

∗ −�2 0

∗ ∗ −�2
−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�021

0

hP1D1

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
F(t)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�T
022

0

0

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

+

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�T
022

0

0

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
FT(t)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�021

0

hP1D1

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

< 0 (21)

According to lemma 1, (21) is equivalent to considering
ε > 0. Therefore, the following inequality holds:

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�01 hN h�11
TP1 �2

∗ −hZ1 0 0

∗ ∗ −hP1Z1−1P1 0

∗ ∗ ∗ −�1

∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
�3

T �2 �4
T

0 0 0

0 0 0

0 0 0

−�1
−1 0 0

∗ −�2 0

∗ ∗ −�2
−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

+ ε1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�021

0

hP1D1

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�021

0

hP1D1

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

+ ε−1
1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�T
022

0

0

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�T
022

0

0

0

0

0

0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

T

< 0 (22)

According to the Schur complements and lemma 1, we
define YL = P1L, YH = P1H, PK1 = P2K1, and PK2 =
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P2K2 and obtain⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�01 hN h�T
11P �2 �3P

T

∗ −hZ1 0 0 0

∗ ∗ −hP1Z1−1P1 0 0

∗ ∗ ∗ −�1 0

∗ ∗ ∗ ∗ −P1�1
−1P1

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
�2 �4P

T �021 �022
T

0 0 0 0

0 0 hP1D1 0

0 0 0 0

0 0 0 0

−�2 0 0 0

∗ −P1�2
−1P1 0 0

∗ ∗ −ε−1
1 I 0

∗ ∗ ∗ −ε1I

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

< 0 (23)

where

�01 =

⎛⎜⎜⎜⎜⎜⎜⎝
ϕ11 ϕ21 ϕ31 −P1W 0

∗ ϕ4 ϕ5 0 0

∗ ∗ ϕ61 PK1CW −P2
∗ ∗ ∗ −γ I 0
∗ ∗ ∗ ∗ −γ I

⎞⎟⎟⎟⎟⎟⎟⎠ ,

�022 = (E1 Ed E3 − E4 0),

�021 = ((P1D1)
T 0 0 − (PK1CD1)

T 0)T,

�11p = ((P1A − YLC) (P1Ad − YHC) P1G − P1W 0)

�2 = (0 0 (PK1C)T 0 0)T, �3P = (YLC 0 0 0 0),

�4P = (0 YHC 0 0 0), ϕ61 = −PK1CG − GTCTPTK1

ϕ11 = (P1A − YLC) + (P1A − YLC)T + Q1

+ N1
T + N1 + γ −1CTC, and

ϕ21 = (P1Ad − YHC) + N2
T − N1,

ϕ31 = P1G − ATCTPTK1 − CTPTK2.

Therefore, we can write the following Theorem 3.2.

Theorem 3.2: For given H∞ performance indicators
γ > 0 and constants h > 0, if there exist symmetric pos-
itive definite matrices P1, P2, Z1, Q1, �1, and �2 ∈
Rn×n; matrices K1, K2 ∈ Rq×p, N1, N2 ∈ Rn×n, YL,

YH ∈ Rn×p, PK1, and PK2 ∈ Rn×n; and arithmetic num-
ber ε1 such that (23) holds, then the improved FAFE
algorithm (4) makes the state and fault estimation errors
robust and stable. The extension system (7) satisfies the
H∞ performance ||ỹ(t)||2 < γ ||μ(t)||2.

The inequality in (23) is not linear; nevertheless, it
can be solved using the iterative method. We define
P1Z−1

1 P1 ≥ S, P1�−1
1 P1 ≥ S1, and P1�−1

2 P1 ≥ S2 and
express (23) as⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�01 hN h�T
11P �2 �3P

T

∗ −hZ1 0 0 0

∗ ∗ −hS 0 0

∗ ∗ ∗ −�1 0

∗ ∗ ∗ ∗ −S1
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
�2 �4P

T �021 �022
T

0 0 0 0

0 0 hP1D1 0

0 0 0 0

0 0 0 0

−�2 0 0 0

∗ −S2 0 0

∗ ∗ −ε−1
1 I 0

∗ ∗ ∗ −ε1I

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

< 0

Thus P−1
1 Z1P−1

1 ≤ S−1, P−1
1 �1P−1

1 ≤ S1−1, and
P−1
1 �2P−1

1 ≤ S2−1, and according to Schur comple-
ments, we have(

S−1 P−1
1

P−1
1 Z−1

1

)
≥ 0 (24)

(
S1−1 P−1

1

P−1
1 �−1

1

)
≥ 0, and (25)

(
S2−1 P−1

1

P−1
1 �−1

2

)
≥ 0 (26)

The new invertible matrices U1 = S−1, U2 = P−1
1 , U3 =

Z−1
1 , J1 = S−1

1 , J2 = �−1
1 , R2 = S−1

2 , and J3 = �−1
2 are

introduced. We now have(
U1 U2

U2 U3

)
≥ 0 (27)

(
J1 U2

U2 J2

)
≥ 0 and (28)
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(
R2 U2

U2 J3

)
≥ 0 (29)

We define ε−1
1 = δ1. Therefore, the conditions of

Theorem 3.2 can be transformed into the following opti-
mization problem:

Min Trace

(
P1U2 + Z1U3 + SU1 + S1J1

+�1J2 + S2R2 + �2J3 + ε1δ1

)

s.t. (23), (27), (28), (29)(
P1 I

I U2

)
≥ 0,

(
Z1 I

I U3

)
≥ 0

(
S I

I U1

)
≥ 0,

(
S1 I

I J1

)
≥ 0,

(
ε1 1

1 δ1

)
≥ 0,

(
�1 I

I J2

)
≥ 0,

(
S2 I

I R2

)
≥ 0, and

(
�2 I

I J3

)
≥ 0

(30)

The steps involved in obtaining the solution are as follows.
First, we set the error threshold ∈ and the maximum

number of iterations k∗.

Step 1: Solve (23), (27), (28), (29), and (30) to obtain
feasible solutions P11, U1

1, Z11, U3
1, S1, U1

1, S11, J11,
�1

1, J31, S21, R21, �2
1, J31, ε11, and δ1

1. Calculate the
objective function valueTr0, defineTr1 = 2Tr0, and let
k = 1.

Step 2:With k = k + 1, obtain the optimal solutions
P1k, U1

k, Z1k, U3
k, Sk, U1

k, S1k, J1k, �1
k, J3k, S2k, R2k,

�2
k, J3k, ε1k, and δ1

k, which satisfy (23), (27), (28), (29),
and (30), and minimize the objective function

Trace

⎛⎜⎜⎝
P1kU2

k−1+P1k−1U2
k+Z1kU3

k−1+Z1k−1U3
k

+SkU1
k−1+Sk−1U1

k+S1kJ1k−1+S1k−1J1k

+�1
kJ2k−1+�1

k−1J2k+S2kR2k−1+S2k−1R2k

+�2
kJ3k−1+�2

k−1J3k+ε1
kδ1

k−1+ε1
k−1δ1

k

⎞⎟⎟⎠. Calcu-

late the minimized value Trk and determine �Trk =
|Trk−1 − Trk|.

Step 3: If�Tr <∈, terminate the process. Otherwise,
proceed to the next step.

Step 4: If k > k∗, terminate the process. Otherwise,
proceed to step 2.

4. Design of H∞ fault-tolerant controller

We design the following feedback fault-tolerant con-
troller based on the fault estimates:{

ξ̇ (t) = Acζ(t) + Bcy(t)
u(t) = Ccζ(t) + Dcy(t) + G∗ f̂ (t) + r(t)

(31)

where ξ(t) ∈ Rn is the controller state vector, r(t) ∈
Rmis the reference input, and Ac, Bc, Cc, and Dc are the
parameter matrices of the controller to be designed.

Taking r(t) = 0, we obtain the following system
based on (1).

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ζ̇ (t) = (Ã + D̃1F(t)Ẽ1)ζ(t)

+(Ãd + D̃1F(t)Ẽd)ζ(t − d(t))

+(W̃ + D̃1F(t)Ẽ3)v(t)

y(t) = C̃ζ(t)

(32)

where

Ã =
(
A + BDcC BCc

BcC Ac

)
, D̃1 =

(
D1
0

)
,

C̃ = (
C 0

)
, Ẽ1 = (

E1 + E2DcC E2Cc
)
,

Ẽd = (
Ed 0

)
, Ãd =

(
Ad 0
0 0

)
,

W̃ =
(
W −G
0 0

)
, Ẽ3 = (E4 −E3),

ζ(t) = (xT(t) ξT(t))T , and v(t) = (wT(t) f̃ T(t))T .

Remark 4.1: According to the output feedback con-
troller (31) and the system state equation, i.e. (1), the
following can be obtained:

ẋ(t) = (A + D1F(t)E1)x(t) + (B + D1F(t)E2)DcCx(t)

+ (Ad + D1F(t)Ed)x(t − d(t))

+ (B + D1F(t)E2)Ccξ(t)

+ (BG∗ + G + D1F(t)(E2G∗ + E3))f̂ (t)

− (G + D1F(t)E3)̃f (t) + (W + D1F(t)E4)w(t)

According to assumption 2.3,

ẋ(t) = (A + D1F(t)E1)x(t) + (B + D1F(t)E2)DcCx(t)

+ (Ad + D1F(t)Ed)x(t − d(t))

+ (B + D1F(t)E2)Ccξ(t)

− (G + D1F(t)E3)̃f (t) + (W + D1F(t)E4)w(t).

We can now obtain the extension system (32).

Theorem 4.1: For given H∞ performance indicators
γ2 > 0 and constants h > 0, if there exist symmetric pos-
itive definitematrices Pc ∈ R2n×2n, Zc1, andQc1 ∈ Rn×n;
matrices Nc1, Nc2 ∈ Rn×n, Ac ∈ Rn×n, Bc ∈ Rn×p, Cc ∈
Rm×n, and Dc ∈ Rm×p; and arithmetic number ε2 such
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that (33) holds,⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ϕc11 ϕc21 PcW̃ hNc10
∗ ϕc3 0 hNc2
∗ ∗ −γ2I 0
∗ ∗ ∗ −hZc1
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
hÃT

1 PcD̃1 ẼT1 C̃T

hAd
T 0 EdT 0

hW̃1
T 0 ẼT3 0

0 0 0 0
−hZc1−1 hD1 0 0

∗ −ε−1
2 I 0 0

∗ ∗ −ε2I 0
∗ ∗ ∗ −γ2I

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
< 0 (33)

where

ϕc11 = PcÃ + ÃTPc + Qc + Nc100
T + Nc100,

ϕc21 = PcÃd0 − Nc10 + Nc20
T, Qc =

(
Qc1 0
0 0

)
,

Ãd0 =
(
Ad
0

)
, ϕc3 = −(1 − τ)Qc1 − Nc2 − NT

c2,

Nc10 = (Nc1
T 0)T, Nc20 = (Nc2 0), and

Nc100 =
(
Nc1 0
0 0

)
,

the extension system (32) satisfies the H∞ performance
||y(t)||2 < γ2||v(t)||2.

Proof: We define the Lyapunov function of the system
represented in (32) as follows:

V(t) = V1(t) + V2(t) + V3(t) (34)

where

V1(t) = ζT(t)Pcζ(t) (35)

V2(t) =
∫ t

t−d(t)
ζT(s)Qcζ(s)ds, and (36)

V3(t) =
∫ 0

−h

∫ t

t+θ

ẋT(s)Zc1ẋ(s)dsdθ (37)

Taking the derivatives of V1(t), V2(t), and V3(t) with
respect to time, we have

V̇1 = 2ζT(t)Pc(Ã′ζ(t) + Ãd
′
ζ(t − d(t)) + W̃′v(t))

= 2ζT(t)Pc(Ã′ζ(t) + Ãd0
′x(t − d(t)) + W̃′v(t))

(38)

where Ãd0
′ = (Ad′T0)T.

V̇2 ≤ xT(t)Qc1x(t) − (1 − τ)xT(t − d(t))

× Qc1x(t − d(t)), and (39)

V̇3 ≤ ˙hxT(t)Zc1ẋ(t) −
∫ t

t−d(t)
ẋT(s)Zc1ẋ(s)ds

+ 2(xT(t)Nc1 + xT(t − d(t))Nc2)

· (x(t) − x(t − d(t) −
∫ t

t−d(t)
ẋ(s)ds)

= ˙hxT(t)Zc1ẋ(t) −
∫ t

t−d(t)
ẋT(s)Zc1ẋ(s)ds

+ 2ηTc (t)NcK0
TηTc (t) − 2ηTc (t)Nc

∫ t

t−d(t)
ẋ(s)ds

≤ hηTc (t)�c1
TZc1�c1ηc(t) + 2ηTc (t)NcK0

Tηc(t)

+ hηTc (t)NcZc1−1NT
c ηc(t)

−
∫ t

t−d(t)

(
ẋT(s)Zc1 + ηTc (t)Nc

)
Zc1−1

×
(
Zc1ẋ(s) + NT

c ηc(t)
)
ds

≤ hηTc (t)�c1
TZc1�c1ηc(t) + 2ηTc (t)NcK0

Tηc(t)

+ hηTc (t)NcZc1−1NT
c ηc(t) (40)

where

ηc(t) = (xT(t)ξT(t)xT(t − d(t))vT(t))T,

K0 = (1 0 − 1 0)T, �c1 = ((A′ + B′DcC)

× B′Cc Ad
′ W̃1

′
), and

Nc = (Nc1
T 0 Nc2

T 0)T.

�

Remark 4.2: Because x(t) − x(t − d(t)) = ∫ t
t−d(t)

ẋ(s)ds, we have

(xT(t)Nc1 + xT(t − d(t))Nc2)

·
(
x(t) − x(t − d(t)) −

∫ t

t−d(t)
ẋ(s)ds

)
= 0 (41)

Based on (41), we can solve (40). Thus, the relaxation
matrices Nc1 and Nc2 are introduced to realize a fault-
tolerant control for the system with a fast time-varying
delay with a rate of change τ > 1. If the relaxation
matrices are not introduced, ϕc3 of Theorem 4.1 will
be −(1 − τ)Qc1 > 0, with no solution to the matrix
inequality in Theorem 4.1.

We select the following performance indicator

J =
∫ ∞

0

1
γ2

yT(t)y(t) − γ2vT(t)v(t)dt (42)
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and obtain

J ≤
∫ ∞

0

1
γ2

yT(t)y(t) − γ2vT(t)v(t) + V̇(t)dt

=
∫ ∞

0
ηTc (t)(�c0 + hNcZc1−1NT

c

+ h�T
c1Zc1�c1)ηc(t)dt < 0 (43)

where

�c0 =
⎛⎝ϕc1 ϕc2 PcW̃′

∗ ϕc3 0
∗ ∗ −γ2I

⎞⎠ , ϕc1 = PcÃ′ + Ã′TPc

+ Qc + Nc100
T + Nc100 + 1

γ2
C̃TC̃, and

ϕc2 = PcÃd0
′ − Nc10 + Nc20

T.

According to the Schur complements, we can conclude
that

�c0 + hNcZc1−1NT
c + h�T

c1Zc1�c1 < 0

is equivalent to⎛⎝�c0 hNc h�c1
T

∗ −hZc1 0
∗ ∗ −hZc1−1

⎞⎠ < 0 (44)

therefore,⎛⎜⎜⎜⎜⎝
ϕc1 ϕc2 PcW̃′ hNc10 hÃ1′T
∗ ϕc3 0 hNc2 hAd′T
∗ ∗ −γ2I 0 hW̃1′T
∗ ∗ ∗ −hZc1 0
∗ ∗ ∗ ∗ −hZc1−1

⎞⎟⎟⎟⎟⎠ < 0 (45)

The inequality in (43) can be expressed as⎛⎜⎜⎜⎜⎝
ϕc1 ϕc2 PcW̃ hNc10 hÃT

1
∗ ϕc3 0 hNc2 hAd

T

∗ ∗ −γ2I 0 hW̃T
1

∗ ∗ ∗ −hZc1 0
∗ ∗ ∗ ∗ −hZc1−1

⎞⎟⎟⎟⎟⎠

+

⎛⎜⎜⎜⎜⎝
PcD̃1
0
0
0

hD1

⎞⎟⎟⎟⎟⎠ F(t)

⎛⎜⎜⎜⎜⎝
ẼT1
EdT

ẼT3
0
0

⎞⎟⎟⎟⎟⎠
T

+

⎛⎜⎜⎜⎜⎝
ẼT1
EdT

ẼT3
0
0

⎞⎟⎟⎟⎟⎠ FT(t)

⎛⎜⎜⎜⎜⎝
PcD̃1
0
0
0

hD1

⎞⎟⎟⎟⎟⎠
T

+

⎛⎜⎜⎜⎜⎝
C̃T

0
0
0
0

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
C̃
0
0
0
0

⎞⎟⎟⎟⎟⎠ < 0

(46)

According to lemma 1, (46) will hold if and only if there
is a constant ε2 > 0 that can hold (47).⎛⎜⎜⎜⎜⎝

ϕc1 ϕc2 PcW̃ hNc10 hÃT
1

∗ ϕc3 0 hNc2 hAd
T

∗ ∗ −γ2I 0 hW̃T
1

∗ ∗ ∗ −hZc1 0
∗ ∗ ∗ ∗ −hZc1−1

⎞⎟⎟⎟⎟⎠

+ ε2

⎛⎜⎜⎜⎜⎝
PcD̃1
0
0
0

hD1

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
PcD̃1
0
0
0

hD1

⎞⎟⎟⎟⎟⎠
T

+ ε−1
2

⎛⎜⎜⎜⎜⎝
ẼT1
EdT

ẼT3
0
0

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝

ẼT1
EdT

ẼT3
0
0

⎞⎟⎟⎟⎟⎠
T

+

⎛⎜⎜⎜⎜⎝
C̃T

0
0
0
0

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝
C̃T

0
0
0
0

⎞⎟⎟⎟⎟⎠
T

< 0

(47)

According to the Schur complements, the inequality

�c0 + hNcZc1−1NT
c + h�T

c1Zc1�c1 < 0 (48)

will hold when (33) holds.
Equation (48) can be expressed as

1
γ2

yT(t)y(t) − γ2vT(t)v(t) + V̇(t) < 0 (49)

Hence, according to [21], the state and fault estimation
errors are robust and stable. Using (49) and considering
0 the initial state, we find that the extension system (32)
satisfies the H∞ performance ||y(t)||2 < γ2||v(t)||2.

Thematrix inequality (33) in Theorem 4.1 is not lin-
ear, but can be transformed into one and then solved.
We take matrix Pc and its inverse matrix P−1

c in the
following forms:

Pc =
(

Y1 Rc1
Rc1T T1

)
and Pc−1 =

(
Y2 Rc2
Rc2T T2

)
,

where Y1 and Y2 ∈ Rn×n are symmetric positive defi-
nite matrices, and Rc1, Rc2, T1, and T2 are matrices with
appropriate dimensions satisfying Y1Y2 + Rc1RTc2 = I.

Given that

Pc
(

Y2 I
Rc2T 0

)
=
(
I Y1
0 Rc1T

)
(50)

we define

F1 =
(

Y2 I
Rc2T 0

)
and F2 =

(
I Y1
0 Rc1T

)
and

Â = Y1(A + BD̂C)Y2 + Rc1BcCY2 + Y1BCcRTc2

+ RTc1AcRTc2, B̂ = Y1BD̂ + Rc1Bc, Ĉ = D̂CY2

+ CcRTc2 and D̂ = Dc.
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We can obtain

F1TPcÃF1 =
(
AY2 + BĈ A + BD̂C

Â Y1A + B̂C

)
,

F1TÃT
1 =

(
Y2AT + ĈTBT

AT + CTD̂TBT

)
,

and F1TẼT1 =
(
Y2ET1 + ĈTET2
ET1 + CTD̂TET2

)
.

We multiply both sides of (33) with diag(FT1 , I, ..I) on
the left and with diag(F1, I, ..I) on the right. Now,
according to the Schur complements, (33) can be trans-
formed into a matrix inequality that can be solved to
prove Theorem 4.2.

Remark 4.3: Once both sides of (33) are multiplied
with diag(FT1 , I, ..I) on the left and diag(F1, I, ..I) on the
right, the matrices Y2(NT

c2 − Nc1) and hY2Nc1, along
with their transpose matrices, will appear in the trans-
formedmatrix inequality. According to the Schur com-
plements and (51), we can obtain (52).⎛⎜⎜⎝

0 Y2(NT
c2 − Nc1) 0 hY2Nc1

(Nc2 − NT
c1)Y2 0 0 0

0 0 0 0
hNT

c1Y2 0 0 0

⎞⎟⎟⎠

=

⎛⎜⎜⎝
Y2
0
0
0

⎞⎟⎟⎠
⎛⎜⎜⎝

0
(N2 − NT

1 )

0
hNT

c1

⎞⎟⎟⎠
T

+

⎛⎜⎜⎝
0

(Nc2 − NT
c1)

0
hNT

c1

⎞⎟⎟⎠
⎛⎜⎜⎝
Y2
0
0
0

⎞⎟⎟⎠
T

≤

⎛⎜⎜⎝
Y2
0
0
0

⎞⎟⎟⎠�−1
c1

⎛⎜⎜⎝
Y2
0
0
0

⎞⎟⎟⎠
T

+

⎛⎜⎜⎝
0

(Nc2 − NT
c1)

0
hNT

c1

⎞⎟⎟⎠

× �c1

⎛⎜⎜⎝
0

(Nc2 − NT
c1)

0
hNT

c1

⎞⎟⎟⎠
T

(51)

where �c1 is a symmetric positive definite matrix.

Theorem 4.2: For given H∞ performance indicators
γ2 > 0 and constants h > 0, if there exist symmetric pos-
itive definite matrices Y1, �c1, Zc1, Qc1, and Y2 ∈ Rn×n;
matricesNc1, Nc2 ∈ Rn×n, Ac ∈ Rn×n, Bc ∈ Rn×p, Cc ∈
Rm×n, and Dc ∈ Rm×p; and arithmetic number ε2 such
that (48) holds, the extension system (32) satisfies theH∞
performance ||y(t)||2 < γ2||v(t)||2.

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

AY2 + BĈ + Y2AT + ĈTBT A + BD̂C + ÂT Ad W − G 0
∗ Y1A + B̂C + ATY1 + CTB̂T Y1Ad + Nc2

T − Nc1 Y1W − Y1G hNc1
∗ ∗ −(1 − τ)Qc1 − NT

c2 − Nc2 0 0 hNc2
∗ ∗ ∗ −γ2I 0 0
∗ ∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ ∗ −hZc1
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗

h(Y2AT + ĈTBT) D1 Y2ET1 + ĈTET2 Y2CT Y2 Y2 0 Y2
h(AT + CTD̂TBT) Y1D1 ET1 + CTD̂TE2T CT I I 0 0

hAd
T 0 EdT 0 0 0 Nc2 − NT

c1 0
hWT 0 ET4 0 0 0 0 0
−hGT 0 −ET3 0 0 0 0 0

0 0 0 0 0 0 hNT
c1 0

−hZc1−1 hD1 0 0 0 0 0 0
∗ −ε2

−1I 0 0 0 0 0 0
∗ ∗ −ε2I 0 0 0 0 0
∗ ∗ ∗ −γ2I 0 0 0 0
∗ ∗ ∗ ∗ −Qc1

−1 0 0 0
∗ ∗ ∗ ∗ ∗ − 1

2Nc1
−1 0 0

∗ ∗ ∗ ∗ ∗ ∗ −�c1 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −�c1

−1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

< 0

(52)
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The parametermatrices of the fault-tolerant controller
are

Dc = D̂,

Cc = (Ĉ − D̂CY2)Rc2−T,

Bc = Rc1(−1)(B̂ − Y1BD̂), and

Ac = R−1
c1 (Â − Y1(A + BD̂C)Y2)R−T

c2 − BcCY2R−T
c2

− R−1
c1 Y1BCc

The matrix inequality (51) in Theorem 4.1 is not linear
but can be solved using the iterative method. We take
Z−1
c1 = Sc1, �−1

c1 = �c2, Q−1
c1 = Uc1, N−1

c1 = Mc1, and
ε−1
2 = δ2. Theorem 4.2 can now be transformed into the
following optimization problem.

Min Trace
(
Zc1Sc1 + �c1�c2 + Qc1Uc1

+Nc1Mc1 + ε2δ2

)
S.t. (52),(

Zc1 I
I Sc1

)
≥ 0,

(
�c1 I
I �c2

)
≥ 0,

(
Qc1 I
I Uc1

)
≥ 0,

and
(
Nc1 I
I Mc1

)
≥ 0 (53)

The following are the steps involved in obtaining the
solution:

First, we set the error threshold ∈c and the maximum
number of iterations k∗

c .

Step 1: Solve (52) and (53) to obtain feasible solu-
tions Zc11, Sc11,�c1

1,�c2
1,Qc1

1,Uc1
1,Nc1

1,Mc1
1, ε21,

and δ2
1. Calculate the objective function value Trc0,

define Trc1 = 2Trc0, and let kc = 1.
Step 2: With k = k + 1, calculate the optimal solu-

tions Zc1k, Sc1k, �c1
k, �c2

k,Qc1
k, Uc1

k, Nc1
k,Mc1

k, ε2k,
and δ2

k, which satisfy (52) and (53), and minimize the
objective function

Trace

⎛⎜⎜⎝
Zc1kSc1k−1 + Zc1k−1Sc1k + �c1

k�c2
k−1

+�c1
k−1�c2

k + Qc1
kUc1

k−1

+Qc1
k−1Uc1

k + Nc1
kMc1

k−1

+Nc1
k−1Mc1

k + ε2
kδ2

k−1 + ε2
k−1δ2

k

⎞⎟⎟⎠.

Calculate the minimized value Trck and take �Trck =
|Trck−1 − Trck|.

Step 3: If �Trc < ∈c, terminate the process. Other-
wise, proceed to the next step.

Step 4: If kc > k∗
c , terminate the process. Otherwise,

proceed to step 2.

5. Simulation results

We consider a system with the following fast time-
varying delay and uncertain parameters [22]:

A =
(−1.427 0.076

−1.419 −0.944

)
,

Ad =
(
0.25 0
0 0.25

)
, B =

(
0
0.3

)
, C = (0 1),

W =
(
1
0

)
, D1 =

(
0.4
0.6

)
, Ed = (0.09 0.12),

E1 = (0.52 0.73), E3 = 0.02, and E4 = 0.01,

where F(t) satisfies |F(t)| < 0.6, and the system noise is
w(t) = 0.8 cos 90t.

Because the fault occurs on the input channel, we
take G = B and E2 = E3; thus, G∗ = −I. We con-
sider a fast time-varying delay case, where d(t) = 0.4 −
0.2 cos 7t and the rate of change τ = 1.4 > 1. By solving
the conditions in Theorem 3.2, we find that the min-
imized H∞ performance indicator is 0.2006, the min-
imum objective function is 15.1304, and the relevant
parameters of the fault observer are as follows.

P1 =
(
0.2432 0.0115
0.0115 1.5507

)
, P2 = 0.0035,

Q1 =
(
0.0109 0.0064
0.0064 0.1132

)
, Z1 =

(
0.0874 0.0201
0.0201 0.0979

)
,

�1 =
(
0.2349 0.1194
0.1194 0.1873

)
, �2 =

(
0.2438 0.0284
0.0284 1.0512

)
,

K1 = −5.4655, K2 = −89.8355, ε1 = 5.6152,

L =
(−4.2970

8.8049

)
, and H =

(
- 0.0390
0.0767

)
.

The relaxation matrices are

N2 =
(
0.1456 0.0336
0.0336 0.1632

)
and N1 =

(−0.1456 −0.0336
−0.0336 −0.1632

)
The introduced symmetric positive definitematrices

are

U3 =
(

4.1399 −0.0306
−0.0306 0.6498

)
,

U2 =
(

4.1399 −0.0306
−0.0306 0.6498

)
,

S =
(

0.5807 −0.5587
−0.5587 21.0206

)
,

U1 =
(
1.7832 0.0474
0.0474 0.0493

)
,

S1 =
(

0.2476 −1.1831
−1.1831 15.9021

)
,

J1 =
(
6.3231 0.4704
0.4704 0.0985

)
,

J3 =
(

6.3573 −4.0546
−4.0546 7.9726

)
,

S3 =
(

0.1533 −0.0093
−0.0093 1.0602

)
,
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S2 =
(

0.1533 −0.0093
−0.0093 1.0602

)
,

R2 =
(
6.5824 0.0574
0.0574 0.9520

)
,

R3 =
(

4.1499 −0.1119
−0.1119 0.9627

)
, and δ1 = 0.1797

By solving the conditions in Theorem 4.2, we
find that the minimized H∞ performance indicator is
0.4716, and the minimum objective function is 9.0507.
We can obtain Rc1 and Rc2 by the singular value decom-
position of I − Y1Y2. Accordingly, the relevant param-
eters of the fault-tolerant controller are as follows:

Y1 =
(
0.5344 0.5744
0.5744 1.7509

)
,

Y2 =
(

1.8542 −0.2878
−0.2878 0.3444

)
,

Rc1 =
(−0.6202 0.0987

−0.7844 −0.9951

)
,

Rc2 =
(
0.1187 0

0 0.6180

)
,

Qc1 =
(
0.1440 0.1178
0.1178 0.8677

)
,

Zc1 =
(
0.5399 0.0280
0.0280 0.9009

)
,

�c1 =
(
0.2313 0.1910
0.1910 1.0483

)
,

Ac =
(−1.9110 −2.1913
29.2412 −5.9374

)
,

Bc =
(
0.3847
11.0875

)
, Cc = (

41.4716 −8.6916
)
,

Dc = −5.5614,

and ε2 = 1.4580.

The relaxation matrices are

Nc1 =
(
0.1222 0.1158
0.1158 0.6008

)

Figure 1. Simulation results of fault f1(t): (a) Estimated and actual values of fault f1(t). (b) Fault estimation error f1(t) − f̂1(t). (c)
Output curve under a normal control of fault f1(t). (d) Output curve under a fault-tolerance control of fault f1(t). (e) Estimation of
fault f1(t) using CAFE. (f ) Output curve under a fault-tolerance control obtained using CAFE.
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and Nc2 =
(
0.2097 0.0781
0.0866 0.6128

)

The introduced symmetric positive definitematrices
are

Sc1 =
(

1.8659 −0.0579
−0.0579 1.1179

)
,

�c2 =
(

5.1199 −0.9328
−0.9328 1.1291

)
,

Uc1 =
(

7.8538 −1.0663
−1.0663 1.3035

)
,

Mc1 =
(
10.0679 −1.9411
−1.9411 2.0478

)
, and δ2 = 0.6899.

In the simulation, the input to the system is r(t) = 5,
and we assume that the actuator has the following fault

f 1(t):

f1(t) =

⎧⎪⎨⎪⎩
0 t ∈ [0, 3]
5 exp(−0.3(t − 3)) − 1 t ∈ [3, 6]
−3 t ∈ [6, 10]

.

Figure 1 shows the simulation results of fault f1(t)
for � = 30. Figure 1(a) shows the simulation of the
fault observer. Figure 1(b) shows the fault estimation
error. Figure 1(c,d) show the output curves under nor-
mal and fault-tolerance controls of f1(t), respectively.
Figure 1(e,f) show the corresponding simulation results
of CAFE.

Remark 5.1: The higher the value of the adaptive
learning factor �, the better. However, if it is too high,
it is difficult to implement in practice. Thus, we select it
in the same order of magnitude as given elsewhere [23].

In Figure 1(a), the blue curve represents the actual
value of the fault, and the red one represents the

Figure 2. Simulation results of fault f2(t): (a) Estimated and actual values of fault f2(t). (b) Error in estimating the fault f1(t) − f̂2(t).
(c) Output curve under a normal control of fault f2(t). (d) Output curve under a fault-tolerance control of fault f2(t). (e) Estimation of
fault f2(t) using CAFE. (f ) Output curve under a fault-tolerance control obtained using CAFE.
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estimated. Figure 1(a,b) show that the fault observer
designed in this study can estimate the fault f1(t)
with low error. The fault f1(t) occurs during 3–10 s.
Figure 1(c) shows that the systemwill be in an abnormal
state during this time under normal control. Figure 1(d)
shows that the fault-tolerance controller designed in
this study effectively accommodates the fault f1(t).

Figure 1(e,f) show that the proposed algorithm out-
performs the CAFE.

We assume that the actuator exhibits the following
periodic time-varying fault f2(t):

f2(t) =
{
0 t ∈ [0, 5]
2 − sin(2t − 10) t ∈ [5, 30]

.

Figure 2 shows the simulation results of fault f2(t)
for � = 30. Figure 2(a) shows the simulation of the
fault observer. Figure 2(b) shows the error in estimat-
ing the fault. Figure 2(c,d) show the output curves

under normal and fault-tolerance controls of the fault
f2(t), respectively. Figure 2(e,f) show the corresponding
simulation result of CAFE.

Figure 2(a,b) show that the fault observer designed
in this study can accurately estimate the periodic
time-varying fault f2(t). Furthermore, by comparing
Figure 2(c,d), we find that the fault-tolerance controller
designed in this study effectively accommodates the
periodic time-varying fault f2(t).

Compared with the CAFE algorithm, the improved
FAFE algorithmhas better performance in fault estima-
tion and compensation for the periodic time-varying
fault.

We assume that the actuator has the following fault
f 3(t):

f3(t) =

⎧⎪⎨⎪⎩
0 t ∈ [0, 10]
5(1 − exp(−0.5(t − 10))) t ∈ [10, 20]
5 − 8(1 − exp(−0.5(t − 20))) t ∈ [20, 40]

.

Figure 3. Simulation results of fault f3(t): (a) Estimated and actual values of fault f3(t). (b) Error in estimating the fault f3(t) − f̂3(t).
(c) Output curve under a normal control of fault f3(t). (d) Output curve under a fault-tolerance control of fault f3(t). (e) Estimation of
fault f3(t) using CAFE. (f ) Output curve under a fault-tolerance control obtained using CAFE.
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Figure 4. Structure of a helicopter platform.

Figure 3 shows the simulation results of fault f3(t)
for� = 30. Figure 3(a) shows the fault observer simula-
tion. Figure 3(b) shows the error in estimating the fault.
Figure 3(c,d) show the output curves under normal
and fault-tolerance controls of fault f3(t), respectively.
Figure 3(e,f) show the corresponding simulation result
of CAFE.

Figure 3(a,b) show that the fault observer designed
in this study can estimate the fault f3(t) with low error.
When the fault f3(t) occurs during 10–40 s, the sys-
tem responds abnormally under normal control. From
Figure 3(d), we find that the proposed fault-tolerance
controller effectively accommodates the fault f3(t).

Figure 3(e,f) show that the proposed algorithm has
better performance in fault estimation and compensa-
tion for the fault f3(t).

6. Real example

In this section, we show a real example of an unmanned
helicopter experimental platform.

Figure 4 shows the structure of the experimental
platform. A control board (PC104) is used to receive
the control and fault signals collected by the sensors
and send them to the helicopter. A wireless network is
used to realize the communication between the ground
control station and the helicopter system.

The ground control station can receive the status sig-
nals of the helicopter through the PC104 and can send
the control signals to the helicopter system. Moreover,
the ground control station can send the fault signals to
simulate the actuator fault.

The linearization equation for the helicopter at the
equilibrium point is

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

ẋ(t) = (A + D1F(t)E1)x(t)
+(Ad + D1F(t)Ed)x(t − d(t))

+(B + D1F(t)E2)u(t) + (G + D1F(t)E3)f (t)
+(W + D1F(t)E4)w(t)

y(t) = Cx(t)

Here x(t) = (x1(t) x2(t) x3(t) x4(t) x5(t) x6(t))T ,
where x1, x2, and x3 denote the lifting, conver-
gence, and path angles, respectively, and x4, x5,
and x6 denote their angular velocities, respectively.
The time-varying parameters are F(t) = 0.05 sin t,
d(t) = 0.2 + 0.1 sin 9t, and w(t) = 0.1 sin 90t. u(t) =
(u1(t) u2(t))T , where u1 and u2 denote the voltages
of the front and rear thrusters, respectively, and y(t) =
(x1(t) x2(t) x3(t))T .

The detailed parameters of the system are as follows:

A =

⎛⎜⎜⎜⎜⎜⎜⎝

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
0 −2.131 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎠ ,

B =

⎛⎜⎜⎜⎜⎜⎜⎝

0 0
0 0
0 0
0.1 0.07
0.62 −0.62
0 0

⎞⎟⎟⎟⎟⎟⎟⎠ ,

G =

⎛⎜⎜⎜⎜⎜⎜⎝

0.32
−0.41
0.22

−0.06
0.09
0.1

⎞⎟⎟⎟⎟⎟⎟⎠ , D1 =

⎛⎜⎜⎜⎜⎜⎜⎝

0
0
0.2
0.3
0
0.1

⎞⎟⎟⎟⎟⎟⎟⎠ ,

C =
⎛⎝1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

⎞⎠ ,

E1 = (
0.2 0.04 0.12 −0.11 0.01 0.32

)
,

Ed = (
0 0 0 0.21 0 −0.12

)
,

E2 = (
0.03 0.2

)
, E3 = 0.56,E4 = 0.29,

Ad =

⎛⎜⎜⎜⎜⎜⎜⎝

0 0 0 0.1 0 0
0 0 0 0 0.1 0
0 0 0 0 0 0.21
0 0.01 0 0 0 0
0 0 0 −0.13 0 0
0 0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎠ ,
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Figure 5. Experimental result of fault estimation of a helicopter platform: (a) Estimated and actual values of fault. (b) Output curve
under a normal control. (c) Output curve under a fault-tolerance control.

and W =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0.3
0.13
0.2
0.1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

Using the abovemethod,we can solve the gainmatri-
ces of the observer as follows:

L =

⎛⎜⎜⎜⎜⎜⎜⎝

9.1 0.001 20.12
1.22 120.1 0.33
7.7 90.1 0.21
12.5 0.33 9.12

−0.11 0.89 133.98
0.21 −10 1.3

⎞⎟⎟⎟⎟⎟⎟⎠ and
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H =

⎛⎜⎜⎜⎜⎜⎜⎝

0.41 0.91 0.19
0 0.052 0

1.71 0 0.01
0 0.01 0.03

0.03 0 0
0.2 0.11 0

⎞⎟⎟⎟⎟⎟⎟⎠ .

The parameter matrices of the controller are as fol-
lows:

Ac =

⎛⎜⎜⎜⎜⎜⎜⎝

3.1 0 0 2.3 0 0
0.01 0 7.2 0.35 1.33 0
0 0.17 0 0 0.91 0.1
0 0 3.6 0 0.33 0
0.9 0 0 0.01 9.61 0
0 2.72 0 1 0 0.55

⎞⎟⎟⎟⎟⎟⎟⎠ ,

Bc =

⎛⎜⎜⎜⎜⎜⎜⎝

0 0
0 0.01

0.02 0
2.2 0.57
3.11 0.01
0 −0.01

⎞⎟⎟⎟⎟⎟⎟⎠ ,

Cc =
(

0 0 0.19 0 0.76 1.1
0.01 0.33 5.1 0 0.44 0

)
,

and Dc =
(

0 0.1 10.01
6.11 0.51 1.07

)
We send the following fault signal to the helicopter:

f (t) =

⎧⎪⎨⎪⎩
0 0 ≤ t < 20
3 20 ≤ t < 30
−5 30 ≤ t ≤ 40

Figure 5(a) shows the fault estimation. Figure 5(b,c)
show the output curves under normal and fault-
tolerance controls, respectively.

The fault occurs in 20–40 s. FromFigure 5(a), we can
confirm that the observer designed in this study accu-
rately estimates the fault. By comparing Figure 5(b,c),
we find that the helicopter does not work properly in
the presence of the fault under normal control and that
the proposed fault-tolerance controller maintains the
helicopter in a normal state.

7. Conclusions

This paper reports on the fault estimation and fault-
tolerant control method for a system with fast time-
varying delay and time-varying parameters. The FAFE
algorithm is improved, and relaxation matrices are
introduced to design a fault observer. The role of the
improved FAFE algorithm is to reduce the constraints,
and the introduction of the relaxation matrices helps
estimate faults for a system with a fast time-varying
delay. Based on online fault estimates, an output feed-
back controller is designed to accommodate the faults.
The relaxation matrices help realize a fault-tolerant

control for a system with a fast time-varying delay. The
solutions to the observer and controller are realized
using an iterative algorithm derived in the study.
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