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ABSTRACT
The overall objective of this study is to design the nonlinear U-model-based radial basis func-
tion neural network model reference adaptive control system, through research into a class of
complex time-varying nonlinear plants. First, the ideal nonlinear plant is adopted as the ref-
erence model and transformed into the U-model representation. In the process, the authors
establish the corresponding relationship between the degrees of the reference nonlinear model
and the controlled nonlinear plants, and carry out research into the corresponding coefficient
relationship between the reference nonlinear model and the controlled nonlinear plants. Also,
the impact of the adjusting amplitude and tracking speed of the model on the system control
accuracy is analyzed. Then, according to the learning error index of the neural network, the paper
designs theadaptive algorithmof the radial basis functionneural network, and trains thenetwork
by the error variety.With theweight coefficients and network parameters automatically updated
and the adaptive controller adjusted, theoutput of controllednonlinear plants can track the ideal
output completely. The simulation results show that the model reference adaptive control sys-
tem based on RBF neural network has better control effect than the nonlinear U-model adaptive
control system based on the gradient descent method.
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1. Introduction

In the actual control system, the nonlinear characteris-
tics are ubiquitous. Due to the inherent complexity of
the nonlinear time-varying system, the establishment
of a general-purpose and high-precision mathemati-
cal model has been the difficulty of research as well as
the premise and foundation for the design of nonlin-
ear control system. The early nonlinear models include
Wiener model, bilinear system model, Hammerstein
model, NARMAXmodel, nonlinear time series model,
output affinemodel, NARXmodel and Luremodel, etc.,
among which Wiener model and Hammerstein model
are simple in structure, composed of the linear system
and the nonlinear static gain in series. The nonlinear
auto-regressive moving averagemodel (NARMAX) has
a certain degree of versatility with the ability to effec-
tively describe any nonlinear system, and the U-model
is evolved on the basis of it. The U-model represents
a class of smoothing nonlinear discrete model; it has
no loss of model accuracy so the modelling accuracy
of nonlinear plant is improved [1].

In 2002, Professor Zhu [2] proposed the concept
of U-model, and designed a class of known dynamic
nonlinear systems with the U-model using the pole
placement method, which yielded good control effect.

This launched the preliminary study on the control
method based on U-model and laid the foundation for
the subsequent study of the U-model. On the basis of
the pole placement control, Qiu et al. [3] compared
and analyzed the U-model-based design method with
the classical control design method, proving the supe-
riority of the U-model in designing the control system.
Chen et al. [4] modelled the complex CSTR chemi-
cal process simply with NARMAX modelling method
and proposed a nonlinear pole placement controller
based on U-model, which outdid the traditional PID
control in response speed and control accuracy. Shafiq
and Haseebiddon [5] put forward the U-model-based
IMC control system with minimummean square error,
and introduced the learning rate parameters in the sys-
tem inverse finding computational algorithm, which
improved the stability of the algorithm but reduced
the convergence speed. For complex nonlinear indus-
trial process systems, Khan and Shafiq [6] presented the
U-model-based adaptive inverse control method with
minimum mean square error (LMS), and designed the
outer ring by means of the linear control theory, which
improved the interference suppression performance of
the system. Combining the robustness of IMC and the
approximation ability of nonlinear adaptive filter, Butt
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developed the adaptive system based on robust internal
model control (IMC), hence the adaptive tracking for
a class of stable nonlinear objects [7]. Hasan et al. [8]
designed an adaptive controller based on the U-Model
for the gas control equipment. After the comparison of
the ARX and ARMAXmodels with the Umodel, it was
demonstrated that theU-modelwas better in effect than
the others. Xu et al. [9] presented the direct model ref-
erence adaptive control system which is modelled by
nonlinear U-model, and introduced two compensation
parameters. Thus the system output tracked the desired
output through the adaptive adjustment of parame-
ters. Du et al. [10] proposed the generalized predictive
control algorithm based on the U model, which trans-
formed the output of the controller into the solution
of the polynomial and reduced the complexity of the
nonlinear control systemdesign. In [11], TheU-model-
based control system design method was extended to
the non-minimum phase (NMP) dynamic system, in
which the feedforward controller was used removed the
NMP zero, and the system achieved the same output
response as the desired MP device. Azhar et al. estab-
lished the U-model to express the unknown MIMO
bilinear systemmodel, utilized the radial basis function
neural network to identify the MIMO bilinear model
online [12]. Also, the small gain theorem was adopted
to analyze the real-time tracking and feedback effect
of the system[13], and Newton–Raphson method was
used to build up the learning feedforward controller
(LFFC)[14]. In [15], the author selected the nonlin-
ear U-model polynomial plant controller, which was
designed by the method of linear polynomial control
system, as the research target, and formed the U-block
model framework, which made it possible to introduce
the method of linear state space into the design of the
nonlinear control system and offered a new direction
for the design of nonlinear control system.

With favourable generalization ability and rela-
tively simple network structure, neural network is not
involved with complicated mathematical calculations
and is characterized as the approximation to any non-
linear function with arbitrary precision. Therefore, it
can be combined inmany aspects of nonlinear research.
With the degree of nonlinear U-model plant known,
Chang et al. [16] identified the unknown parameters of
nonlinearU-model plant by the least-squares algorithm
and designed the radial basis function neural network
(RBFNN) online controller. Shafiq et al. [17] combined
the robustness of IMC with the ability of neural net-
works to identify arbitrary nonlinear functions, pro-
posed the adaptive system based on IMC control for
dynamic nonlinear plant and solved the control prob-
lems with a class of known nonlinear dynamic system.
Butt et al. [18] put forward a universal and simple
control law by combining the approximate ability of
higher-order neural network with the control-oriented
feature of theU-model. In [19], for nonlinear plant with

stable structure and unknown parameters, which was
identified and approximated by the high-order neural
network, the adaptive internal model controller based
on U-model was designed and applied into adaptive
tracking of DC motor speed. Xu et al. [20] utilized the
identification neural network to identify in real time the
U-model time-varying parameters of nonlinear plant,
and designed the self-tuning controller using Newton
iteration algorithm, the output of whichwas adjusted by
the results of online identification. This solved the con-
trol problems of the nonlinear system with unknown
model.

In this paper, the design method of the RBF neu-
ral network model reference adaptive system based on
nonlinear U-model is presented. The authors adopt
the nonlinear U-model plant as the ideal reference
model and establish the corresponding structure rela-
tionship between reference model and the controlled
plants. Then, the study designs the adaptive algorithm
based on the radial basis function neural network, the
weights and parameters of which is adjusted through
online error learning. Meanwhile, the control system is
analyzed.

2. Nonlinear U-model

U-model can express a wide range of nonlinear
discrete-time plant control models [2], whose control-
oriented nonlinear model can be expressed as the poly-
nomial with the u(t − 1).

y(t) =
M∑
j=0

[ n∏
l=1

(
al +

m∑
i=1

yl(t − i)

)]
·

[ n∏
l=1

(
bl +

m∑
i=2

ul(t − i)

)]
uj(t − 1) (1)

where, al and bl the parameters of the model and are
constants,M is the degree of the model input u(t − 1).
u(t − j) and y(t − j) are input signals and output signals
of the past time respectively. By simplifying Equation
(1), we can get:

y(t) =
M∑
j=0

αj(t)uj(t − 1) (2)

Where, the time-varying parameter αj(k) is the
function of the past inputs u(t − j) and past
outputs y(t − j).

αj(t)

=
[ n∏
l=1

(
al +

m∑
i=1

yl(t − i)

)]
·

[ n∏
l=1

(
bl +

m∑
i=2

ul(t − i)

)]
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= [a1 + y(t − 1) + y(t − 2) + · · · + y(t − m)]

[a1 + y2(t − 1) + y2(t − 2) + · · · + y2(t − m)] · ··
[an + yn(t − 1) + yn(t − 2) + · · · + yn(t − m)]

[b1 + u(t − 2) + u(t − 3) + · · · + u(t − m)]

[b2 + u2(t − 2) + u2(t − 3) + · · · + u2(t − m)] · ··
[bn + un(t − 2) + un(t − 3) + · · · + un(t − m)]

(3)

Take an example to illustrate the generality and sim-
plicity of the nonlinear U-model, the expression of the
nonlinear plant is:

y(t) = 0.1y(t − 1)y(t − 2) + 0.8u(t − 2)u(t − 1)

− 0.3y(t − 1)u2(t − 1) (4)

According to Equation (2), we can get:

y(t) = α0(t) + α1(t)u(t − 1) + α2(t)u2(t − 1) (5)

Where, α0(t) = 0.1y(t − 1)y(t − 2), α1(t) = 0.8u
(t − 2), α2(t) = 0.3y(t − 1).

According to the above description of the U model,
the expression of the nonlinear U model is very sim-
ple, and it can transform other models well, which
is more general and plays an important role in solv-
ing the nonlinear modelling problem. Compared with
other nonlinear models, U model has the following
advantages:

(1) Compared with other nonlinear models, such as
NARMAX model and Hammerstain model, the
expression structure of the Umodel is simpler and
more practical.

(2) The nonlinear U model can transform most non-
linear discrete time input-output models and the
mapping is reversible.

(3) TheUmodel is the polynomial structure of current
input, and the mathematical expression is simple,
which simplifies the complexity of the controller
design.

3. The design of RBFNNmodel reference
adaptive control system

3.1. The diagram of control system

Since the U-model represents a class of smooth non-
linear discrete models, the reference model can be
expressed as the form of U-model:

ym(k) =
n∑
j=0

αj(k)uj(k − 1)

= α0(k) + α1(k)u(k − 1) + · · ·
+ αn(k)un(k − 1) (6)

where, u(k − 1) is the input of the reference U-model,
ym(k) is the output of the reference U-model, n is the

Figure 1. The diagram of model reference adaptive control
system based on RBFNN.

degree of the referenceU-model input u(k − 1),αj(k) is
the time-varying parameter of the reference U-model.

After being sampled and held, the nonlinear plant
can be conveniently transformed into the expression
form of U-model. On the basis of typical model refer-
ence adaptive control, the adaptive mechanism based
on RBF neural network is designed, and the output of
the controlled plant can track the output of the refer-
ence model. The diagram of model reference adaptive
control system based on RBF neural network is shown
in Figure 1.

Where, u(k − 1) is the input of the reference model
and nonlinear plant. ym(k) is the output of nonlin-
ear reference U-model and y(k) is the output of con-
trolled nonlinear plant. k0(k), k1(k), · · · , kn(k) are the
compensation parameters of controller. The general-
ized error e(k) is the deviation between the nonlinear
reference U-model output and the controlled nonlinear
plant output.

3.2. The analysis of corresponding relationship
between controlled plant and referencemodel

For complex nonlinear plant, it can be discretized and
expressed as the form of U-model:

y(k) =
m∑
j=0

ᾱj(k)uj(k − 1)

= ᾱ0(k) + ᾱ1(k)u(k − 1) + · · ·
+ ᾱm(k)um(k − 1) (7)

where, u(k − 1) is the input of controlled nonlinear
plant, y(k) is the output of controlled nonlinear plant,
m is the degree of controlled nonlinear plant input
u(k − 1), ᾱj(k) is time-varying parameter of controlled
nonlinear plant.

According to the diagram of model reference adap-
tive system, the corresponding relationship between the
controlled plant and the reference model is analyzed in
order to obtain the regulation rules of compensation
parameters k0(k), k1(k), · · · , kn(k).
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(a) While n > m, the degree of the reference model
is higher than the degree of the controlled plant
model. According to the design requirements
of the model reference adaptive algorithm, the
parameters of the controlled plant are correspond
to the parameters of the reference model one by
one, let,

y(k) =
n∑
j=0

α̃j(k)uj(k − 1)

= α̃0(k) + α̃1(k)u(k − 1) + · · ·
+ α̃n(k)un(k − 1)

Where {
α̃j(k) = ᾱj(k) 0 ≤ j ≤ m
α̃j(k) = 0 m < j ≤ n

.

That is, the parameters of higher than the m degree
term in the controlled plant model are set as zero, and
the adaptive algorithm of the neural network is inef-
fective in adjusting the corresponding compensation
parameters, which can cause a certain redundancy error
to the system.

(b) While n = m,The degree of the reference model is
equal to the degree of the controlled plant model,
let,

y(k) =
n∑
j=0

α̃j(k)uj(k − 1)

= α̃0(k) + α̃1(k)u(k − 1) + · · ·
+ α̃n(k)un(k − 1)

where α̃j(k) = ᾱj(k), j = 0, 1, · · · , n = m.
The parameters of the controlled object model are

one-to-one corresponding to the parameters of refer-
ence model, which are in line with the design require-
ments of the model reference adaptive algorithm.
The neural network adaptive algorithm can effectively
adjust all the compensation parameters. The system has
the advantages of fast response, small adjustment range
and relatively higher adjustment accurate.

(c) While n < m, the degree of the reference model
is lower than that of the controlled plant model.
According to the design requirements of themodel
reference adaptive algorithm, the parameters of the
controlled plant are correspond to the parameters
of reference model one by one, let,

y(k) =
n∑
j=0

α̃j(k)uj(k − 1)

= α̃0(k) + α̃1(k)u(k − 1) + · · ·
+ α̃n(k)un(k − 1)

Where,⎧⎪⎨
⎪⎩

α̃0(k) = ᾱ0(k) + ᾱn+1(k)un+1(k − 1) + · · ·
+ᾱm(k)um(k − 1)
α̃j(k) = ᾱj(k), 1 ≤ j ≤ n

.

That is, the polynomial part above the n degree in the
controlled object model is incorporated into the zero-
degree term. Although the system has no redundancy
error, the adjustment of the compensation parameter
k0(k) is relatively complicated and the adjustment speed
is slowed down. The system adjustment precision is
affected.

3.3. The design of control system

In the controller, compensation parameters are set
as k0(k), k1(k), · · · , kn(k), the time-varying parame-
ters α̃0(k), α̃1(k), · · · , α̃n(k) is compensated by the
k0(k), k1(k), · · · , kn(k) respectively, then the output of
the controlled plant is given as follows:

y(k) =
n∑
j=0

kj(k)α̃j(k)uj(k − 1) = k0(k)α̃0(k)

+ k1(k)α̃1(k)u(k − 1) + · · ·
+ kn(k)α̃n(k)un(k − 1) (8)

The generalized error e(k) of the system is defined:

e(k) = ym(k) − y(k) (9)

Substitute the (6) and (8) into (9), it can be available:

e(k) =
n∑
j=0

(αj(k) − kj(k)α̃j(k))uj(k − 1)

= α0(k) − k0(k)α̃0(k)

+ (α1(k) − k1(k)α̃1(k))u(k − 1)

+ · · · + (αn(k) − kn(k)α̃n(k))un(k − 1) (10)

RBF neural network is used to train the compensa-
tion parameters, and the RBF neural network adaptive
algorithm is designed to obtain a better control effect.

Select the network learning error index as follows:

E(k) = 1
2
e(k)2 (11)

The performance index function is minimized by
adjusting the compensation parameters k0(k), k1(k),
· · · , kn(k).

Let K(k) = [k0(k), k1(k), · · · , kn(k)]T , the output of
the RBF neural network is given as

K(k) = WH (12)

where,W is the connection weightmatrix between hid-
den layer and output layer of RBF neural network,H =
[h1, h2, · · · , hs]T , s is the number of hidden layer nodes.
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In the RBF network, X = [x1, x2, · · · , xr]T is the
input vector of the network, r is the number of the net-
work inputs, H = [h1, h2, · · · , hs]T is the radial basis
vector of the RBF network, hj is Gauss basis function:

hj = exp

(
−||X − Cj||2

2b2j

)
(13)

where, i = 1, 2, · · · , r; j = 1, 2, · · · , s. bj is the basis
width parameter of the node j, bj > 0, Cj is the cen-
tre vector of the node j, Cj = [cj1, cj2, · · · , cjr]T , B =
[b1, b2, · · · , bs]T .

Set the weight matrix as

W =

⎡
⎢⎢⎢⎣

w11 w12 · · · w1s
w21 w22 · · · w2s
...

...
. . .

...
w(n+1)1 w(n+1)2 · · · w(n+1)s

⎤
⎥⎥⎥⎦ (14)

According to the gradient descent method and the
chain rule, the learning algorithm of output layer neu-
ron weights is given as:

�wlj(k) = −η
∂E(k)
∂wlj

= −η
∂E(k)
∂y(k)

∂y(k)
∂K(k)

∂K(k)
∂wlj

(15)

Where,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

�w1j(k) = −η
∂E(k)
∂w1j

= ηe(k)α̃0(k)hj
�w2j(k) = −η

∂E(k)
∂wlj

= ηe(k)α̃1(k)u(k − 1)hj
· · ·
�w(n+1)j(k) = −η

∂E(k)
∂w(n+1)j

= ηe(k)α̃n(k)un(k − 1)hj

wlj(k) = wlj(k − 1) + �wlj(k)

+ β[wlj(k − 1) − wlj(k − 2)] (16)

where, l = 1, 2, · · · , n + 1, η is learning rate, β is
momentum factor, η ∈ [0, 1],β ∈ [0, 1].

The learning algorithms of basis width parameters
and the central parameters are given as

�bj(k) = −η
∂E(k)
∂bj

= ηe(k)
∂y(k)
∂K(k)

∂K(k)
∂bj

= ηe(k)

[ n∑
k=0

α̃k(k)uk(k − 1)w(k+1)j

]

hj
||x − cij||2

b3j
(17)

bj(k) = bj(k − 1) + �bj(k)

+ β[bj(k − 1) − bj(k − 2)] (18)

�cij(k) = −η
∂E(k)
∂cij

= ηe(k)
∂y(k)
∂K(k)

∂K(k)
∂cij

= ηe(k)(
n∑

k=0

α̃k(k)uk(k − 1)w(k+1)j)hj
xi − cij
b2j
(19)

cij(k) = cij(k − 1) + �cij(k)

+ β[cij(k − 1) − cij(k − 2)] (20)

Through the adjustment of neural network parame-
ters and weights,change the compensate parameters of
controller and the error of the system are close to zero,
and adaptive tracking of the controlled nonlinear plant
to the reference model is achieved.

3.4. The stability analysis

The main information source of model reference adap-
tive control law is the generalized error vector e. The
complete asymptotic convergence of the model refer-
ence adaptive control system means that it can exist
lim
t→∞ e(t) = 0 for any initial conditions. Therefore, the
error equation is an important basis for the analysis
and design of the model reference adaptive system. The
error equation of the model reference adaptive control
system based on the nonlinear U model is as follows:

e(k) =
n∑
j=0

(αj(k) − kj(k)α̃j(k))uj(k − 1)

= α0(k) − k0(k)α̃0(k)

+ (α1(k) − k1(k)α̃1(k))u(k − 1)

+ · · · + (αn(k) − kn(k)α̃n(k))un(k − 1) (21)

According to the theory of the model reference
adaptive control system, when the time tends to infin-
ity, lim

k→∞
αj(k) = lim

k→∞
kj(k)α′

j(k)j = 0, 1, · · · , n, there
is, lim

k→∞
e(k) = 0, i.e. the error is convergence, the

model reference adaptive control system based on the
nonlinear U model is stable.

4. Simulation of model reference adaptive
control system

In the adaptive control system based on nonlinear
U model, the reference [9] directly uses the gradient
descent method to design the adaptive law and adjust
the compensation parameters. In this paper, the neural
network adaptive law is used to adjust the compen-
sation parameters, which obtain better control effects.
The control effects of the two systems were compared
through simulation experiments. The controller in the
control system is composed of an adaptive RBF neural
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network, and the RBF neural network is used to calcu-
late the output error of the controlled object and the
ideal model, that is, to obtain the correction informa-
tion. The adaptive algorithm adjusts online and real-
time according to this information to ensure that the
output of the actual object is consistent with the output
of the ideal model.

In order to discuss the influence of the correspond-
ing relationship between the reference model and the
controlled plant model on the precision of the control
system, three simulation examples are designed, and the
fourth-degree, third-degree, and second-degree refer-
ence U-models are selected for simulation respectively.

Simulation 1: select the reference model and
describe it as the structure of the fourth-degree U-
model:

ym(k) = 0.529412u(k) − 0.1u(k − 3)u(k − 2)u(k)

+ 0.529412u(k − 2) − 0.823529ym(k − 1)

− 0.294118ym(k − 2) + 1.058824u(k − 1)

+ 0.12u(k − 3)u(k − 2)u2(k − 1)

+ 0.1u3(k − 1) − 0.12u4(k − 1) (22)

According to the corresponding relationship bet
ween the reference model and the controlled plant,
three controlled nonlinear plants are selected and
expressed as the form of the first-degree, fourth-degree
and seventh-degree U-models respectively.

The first-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)
(23)

While n = 4, comparison formula (6), it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)

+ α̃3(k)u3(k − 1) + α̃4(k)u4(k − 1) (24)

Where α̃0(k) = 0.5y(k − 1) + 0.2y(k − 1)y(k − 1),
α̃1(k) = 0.2, α̃2(k) = 0, α̃3(k) = 0, α̃4(k) = 0.

The fourth-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

− 0.7y(k − 1)u2(k − 1)

+ 0.5y(k − 1)u3(k − 1)

− 0.3y(k − 1)u4(k − 1) (25)

While n = 4, comparison formula (6),it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)

+ α̃3(k)u3(k − 1) + α̃4(k)u4(k − 1)

Where α̃0(k) = 0.5y(k − 1) + 0.2y(k − 1)y(k − 1),
α̃1(k) = 0.2, α̃2(k) = −0.7y(k − 1), α̃3(k) = 0.5y
(k − 1), α̃4(k) = −0.3y(k − 1).

The seventh-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

− 0.7y(k − 1)u2(k − 1)

+ 0.5y(k − 1)u3(k − 1)

− 0.3y(k − 1)u4(k − 1)

+ 0.1y(k − 1)u5(k − 1)

+ 0.4y(k − 1)u6(k − 1)

+ 0.8y(k − 1)u7(k − 1) (26)

While n = 4, comparison formula (6),it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)

+ α̃3(k)u3(k − 1) + α̃4(k)u4(k − 1)

Where,

α̃0(k) = 0.5y(k − 1) + 0.2y2(k − 1)

+ 0.1y(k − 1)u5(k − 1)

+ 0.4y(k − 1)u6(k − 1)

+ 0.8y(k − 1)u7(k − 1), α̃1(k) = 0.2,

α̃2(k) = −0.7y(k − 1), α̃3(k) = 0.5y(k − 1),

α̃4(k) = −0.3y(k − 1).

The inputs of the RBF neural network are e(k), y(k),
ym(k), e(k − 1), e(k − 2),the outputs of the RBF neural
network are k0(k), k1(k), k2(k), k3(k), k4(k), the learn-
ing rate is η = 0.01, and the momentum factor is β =
0.01. The initial values of Gaussian function parameters
are shown as:

b = [10, 10, 10, 10, 10, 10, 10]

c =
⎡
⎣−10 −5 −2 0 2 5 10

−10 −5 −2 0 2 5 10
−10 −5 −2 0 2 5 10

⎤
⎦
T

W =

⎡
⎢⎢⎢⎢⎣

−0.5978 −0.3135 −0.3998 0.5745 −0.2798 −0.1967 0.2376
−0.0416 1.6911 2.2545 2.2559 0.4914 0.6640 −1.0074
0.2059 −0.0059 0.3132 0.2008 −0.3072 0.0390 −0.2697
0.3078 0.0427 −0.0490 0.1747 −0.1722 0.3197 0.0959
0.2084 0.3584 −0.2680 0.3834 −0.4382 0.1227 −0.1865

⎤
⎥⎥⎥⎥⎦

When the controlled plants are the first-degree, the
fourth-degree and the seventh-degree U-models, the
triangular, square and the sine wave signals are respec-
tively selected as the input signals to simulate the sys-
tem.

It can be seen from Figure 2, Figure 4, and Figure 6
that the outputs of the first-degree, fourth-degree, and
seventh-degree controlled U-model plants can track
the output of the fourth-degree reference U-model.
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Figure 2. The system output curve of sine wave input.

Figure 3. The system error curve of sine wave input.

Figure 4. The system output curve of triangular wave input.

From Figure 3, Figure 5, Figure 7 can be obtained that,
with the adaptation of the neural network adaptive
algorithm, the system error is gradually reduced.When
the controlled plant is the fourth-degree U-model, the
system control effect is the best, the error adjustment
speed is the fastest and the error is the smallest. When
the controlled plant is the seventh-degree U-model,
the system control effect is better, the error adjustment

Figure 5. The system error curve of triangular wave input.

Figure 6. The system output curve of square wave input.

Figure 7. The system error curve of square wave input.

speed is faster and the error is smaller. When the con-
trolled plant is the first-degree U-model, the system
control effect is poor, the error adjustment speed is slow
and the error is large.
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Simulation 2: select the reference model and
describe it as the structure of the third-degreeU-model:

ym(k) = 0.529412u(k) + 0.529412u(k − 2)

− 0.823529ym(k − 1) − 0.294118ym(k − 2)

+ 1.058824u(k − 1) + 0.12u(k − 2)u2(k − 1)

− 0.12u3(k − 1) (27)

According to the corresponding relationship bet
ween the reference model and the controlled plant,
three controlled nonlinear plants are selected and
expressed as the form of the first-degree, third-degree
and fourth-degree U-models respectively.

The first-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

While n = 3, comparison formula (6),it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)

+ α̃3(k)u3(k − 1) (28)

where α̃0(k) = 0.5y(k − 1) + 0.2y(k − 1)y(k − 1),
α̃1(k) = 0.2, α̃2(k) = 0, α̃3(k) = 0.

The third-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

− 0.7y(k − 1)u2(k − 1)

+ 0.5y(k − 1)u3(k − 1) (29)

While n = 3, comparison formula (6), it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)

+ α̃3(k)u3(k − 1)

where α̃0(k) = 0.5y(k − 1) + 0.2y(k − 1)y(k − 1),
α̃1(k) = 0.2, α̃2(k) = −0.7y(k − 1), α̃3(k)
= 0.5y(k − 1),

The fourth-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

− 0.7y(k − 1)u2(k − 1)

+ 0.5y(k − 1)u3(k − 1)

− 0.3y(k − 1)u4(k − 1)

While n = 3, comparison formula (6),it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)

+ α̃3(k)u3(k − 1)

Where, α̃0(k) = 0.5y(k − 1) + 0.2y2(k − 1) − 0.3y(k −
1)u4(k − 1),

α̃1(k) = 0.2, α̃2(k)

= −0.7y(k − 1), α̃3(k) = 0.5y(k − 1).

The inputs of the RBF neural network are e(k), y(k),
ym(k), e(k − 1), the outputs of the RBF neural network
are k0(k), k1(k), k2(k), k3(k), the learning rate is η =
0.01, and the momentum factor is β = 0.01. The ini-
tial values of Gaussian function parameters are shown
as:

b = [10, 10, 10, 10, 10, 10, 10]

c =
⎡
⎣−10 −5 −2 0 2 5 10

−10 −5 −2 0 2 5 10
−10 −5 −2 0 2 5 10

⎤
⎦
T

W =

⎡
⎢⎢⎣

−2.4586 2.9772 −1.6776 −2.2564 −1.1290 4.3862 2.3587
4.9825 −4.3001 6.8574 3.7188 0.7773 −5.5144 2.1122
0.0165 −0.0398 0.0135 −0.0513 0.0407 −0.0043 0.0406
1.1100 0.0414 0.1415 −0.2090 0.8297 −1.5834 1.6794

⎤
⎥⎥⎦

When the controlled plants are the first-degree, the
third-degree and the fourth-degree U-models, the tri-
angular, square and the sine wave signals are respec-
tively selected as the input signals to simulate the sys-
tem.

It can be seen fromFigure 8, Figure 10, and Figure 12
that the outputs of the first-degree, third-degree, and
fourth-degree controlled U-model plants can track the
output of the third-degree reference U-model. From
Figure 9, Figure 11, Figure 13 can be obtained that,
with the adaptation of the neural network adaptive
algorithm, the system error is gradually reduced.When
the controlled plant is the third-degree U-model, the
system control effect is the best, the error adjustment
speed is the fastest and the error is the smallest. When
the controlled plant is the fourth-degree U-model, the
system control effect is better, the error adjustment
speed is faster and the error is smaller. When the con-
trolled plant is the first-degree U-model, the system
control effect is poor, the error adjustment speed is slow
and the error is large.

Figure 8. The system output curve of sine wave input.
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Figure 9. The system error curve of sine wave input.

Figure 10. The system output curve of triangular wave input.

Figure 11. The system error curve of triangular wave input.

Simulation 3: select the reference model and
describe it as the structure of the second-degree U-
model:

ym(k) = 0.529412u(k) − 0.12u(k − 3)u(k − 2)u(k)

+ 0.529412u(k − 2) − 0.823529ym(k − 1)

− 0.294118ym(k − 2) + 1.058824u(k − 1)

+ 0.12u(k − 2)u2(k − 1) (30)

Figure 12. The system output curve of square wave input.

Figure 13. The system error curve of square wave input.

According to the corresponding relationship between
the referencemodel and the controlled plant, three con-
trolled nonlinear plants are selected and expressed as
the form of the first-degree, second-degree and fourth-
degree U-models respectively.

The first-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

While n = 2, comparison formula (6),it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)
(31)

where α̃0(k) = 0.5y(k − 1) + 0.2y(k − 1)y(k − 1),
α̃1(k) = 0.2, α̃2(k) = 0.

The second-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

− 0.7y(k − 1)u2(k − 1) (32)

While n = 2, comparison formula (6),it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)
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where α̃0(k) = 0.5y(k − 1) + 0.2y(k − 1)y(k − 1),
α̃1(k) = 0.2, α̃2(k) = −0.7y(k − 1).

The fourth-degree controlled U-model plant:

y(k) = 0.5y(k − 1) + 0.2y2(k − 1) + 0.2u(k − 1)

− 0.7y(k − 1)u2(k − 1)

+ 0.5y(k − 1)u3(k − 1)

− 0.3y(k − 1)u4(k − 1)

While n = 2, comparison formula (6),it can be
obtained:

y(k) = α̃0(k) + α̃1(k)u(k − 1) + α̃2(k)u2(k − 1)

where,

α̃0(k) = 0.5y(k − 1) + 0.2y(k − 1)y(k − 1)

+ 0.5y(k − 1)u3(k − 1)

− 0.3y(k − 1)u4(k − 1),

α̃1(k) = 0.2, α̃2(k) = −0.7y(k − 1).

The inputs of the RBF neural network are e(k), y(k),
ym(k), the outputs are of the RBF neural network
k0(k), k1(k), k2(k), the learning rate is η = 0.05, and
the momentum factor is β = 0.01. The initial values of
Gaussian function parameters are shown as:

b = [10, 10, 10, 10, 10, 10, 10]

c =
⎡
⎣−10 −5 −2 0 2 5 10

−10 −5 −2 0 2 5 10
−10 −5 −2 0 2 5 10

⎤
⎦
T

W =
⎡
⎣1.1533 −1.5786 −0.7232 −0.5466 2.2968 −0.9377 2.2644
0.7925 1.4870 2.1346 −0.9937 2.2337 1.9277 −2.5487
0.0366 −0.1904 0.2495 0.0761 0.0641 −0.0403 0.0227

⎤
⎦

When the controlled plants are the first-degree, the
second-degree and the fourth-degree U-models, the
triangular, square and the sine wave signals are respec-
tively selected as the input signals to simulate the sys-
tem.

It can be seen from Figure 14, Figure 16, and
Figure 18 that the outputs of the first-degree, second-
degree, and fourth-degree controlled U-model plants
can track the output of the second-degree reference U-
model. From Figure 15, Figure 17, Figure 19 can be
obtained that, with the adaptation of the neural net-
work adaptive algorithm, the system error is gradu-
ally reduced. When the controlled plant is the second-
degree U-model, the system control effect is the best,
the error adjustment speed is the fastest and the error
is the smallest. When the controlled plant is the fourth-
degree U-model, the system control effect is better, the
error adjustment speed is faster and the error is smaller.
When the controlled plant is the first-degree U-model,

Figure 14. The system output curve of sine wave input.

Figure 15. The system error curve of sine wave input.

Figure 16. The system output curve of triangular wave input.

the system control effect is poor, the error adjustment
speed is slow and the error is large.

Through three simulation examples, it can be con-
cluded that when the degree of the controlled plant
model is the same as that of the reference model, the
nonlinear plant has the best tracking effect to the ref-
erence model, the system adjustment accuracy is the
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Figure 17. The system error curve of triangular wave input.

Figure 18. The system output curve of square wave input.

Figure 19. The system error curve of square wave input.

highest and the system error is the smallest; When the
degree of the controlled plant model is higher than
that of reference model, the adjustment of compensa-
tion parameter k0(k) is relatively complex, the nonlin-
ear plant has the good tracking effect to the reference
model, the system adjustment accuracy is high, the sys-
tem error is small; When the degree of the controlled
plant model is lower than that of reference model, the

nonlinear plant has poor tracking effect to the reference
model, the system adjustment accuracy is low, and the
system error is large. Therefore, in order to achieve bet-
ter tracking effect of the control system, the degree of
reference model should be lower than or equal to the
degree of controlled plant.

5. Conclusion

For complex time-varying nonlinear plants, the nonlin-
ear U-model is established and a general design of RBF
neural network model reference adaptive control sys-
tem based on nonlinear U-model is proposed. The cor-
responding relationship between the reference model
and the controlled plant influences the control accu-
racy of the system. The analysis shows that the system
control accuracy is the best when the reference model
and the nonlinear plant are in the same degree. This
can serve as the guidance on the selection of reference
model for different nonlinear plant model in adaptive
control system design. Through the bridge of nonlin-
ear U-model, the neural network algorithm is added
into the classical model reference adaptive method to
design the nonlinear system, which provides the theo-
retical basis for the nonlinear system design using the
linear system method.
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