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ABSTRACT
Thiswork investigates the airflowdrivenbydual axial-flow fans in an atmospheric boundary layer
(ABL)wind tunnel and the expected entrainment of sandmovement together. The present study
is conducted via 3D numerical simulation based on modelling the entire wind tunnel, including
the power fan sections. Three configurations of dual fans in the tunnel are proposed. Simulation
results show that the airflow in the tunnel with dual-fan configuration can satisfy the logarithmic
distribution law for ABL flows. The airflow driven by the dual fans placed together at the tunnel
outlet is highly similar to that in the tunnel with single fans. Although the boundary layer thick-
ness is reduced, the maximum airflow velocity (53.393m/s) and turbulence intensity (12.02%),
which are respectively 1.75 and 1.49 times higher than those under the single-fan configuration,
can be reached when dual fans are separately placed at the tunnel inlet and outlet. The simula-
tion and experiment manifest that the separated arrangement of dual fans in the tunnel should
be suitable for the experimental study of aeolian sand transport. Some measures, such as wind
tunnel construction adjustment and optimal roughness element arrangement, are necessary to
guarantee the required boundary layer thickness in the wind tunnel.
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1. Introduction

The atmospheric boundary layer (ABL) is the lowest
part of the atmosphere. In this layer, airflow always dis-
plays turbulent characteristics, which can be attributed
to the friction exerted by the wind against the ground
surface and thermal processes [1,2]. When the ABL is
neutral, that is, the thermal processes are absent, a loga-
rithmic velocity profile u(z) can be characterized by the
friction velocity u∗ and the roughness height z0 [3]. The
airflow in the neutral ABL can be simulated in a wind
tunnel, which was initially applied to the pollutant dif-
fusion study [4,5]. ABLflow simulation in thewind tun-
nel is realized using the following two methods: active
[6–12] and passive [13–19] simulations. Passive simu-
lation is more popular than the active one because the
spires, barriers, and roughness elements of the former
are used to facilitate airflow development into an ABL
flow in the wind tunnel. ABL wind tunnel experiments
are currently conducted in the study of various fields,
such as environment, building, transportation, auto-
mobile, ecology, agriculture, and chemical engineering
[20–28].

In the 1940s, Bagnold [29] and Chepil [30] pro-
cessed wind tunnel experiments to investigate aeolian
sediment and soil erosion. Since then, the ABL wind
tunnel experiment is regarded as an importantmethod-
ology in the research of environmental fluid dynamics,

such as aeolian sand transport [31–33] andwind-blown
snow [20,21,34,35]. The sand used in the wind tun-
nel experiment is also natural sand sampled from the
field desert. This notion indicates that full-scale natural
wind field and sand bed conditions cannot be simu-
lated in a size-limitedwind tunnel. Nevertheless, 80%of
sand is transported within a height of 30 cm on the bed
surface. Accordingly, approximate reproduction (not
simulation) of field wind–sand flow near the ground
surface was achieved in the wind tunnel. Thus, the air-
flow velocity in the wind tunnel should be sufficiently
high to entrain the sand particles, that is, the flow rate
must be large. The main flow velocity should be at least
larger than 25m/s to cover the entire condition of nat-
ural aeolian sand transport completely [36]. Airflow
in the wind tunnel must demonstrate high turbulence
intensity due to the existence of strong turbulence near
the ground surface in the actual aeolian sand trans-
port process; this phenomenon is in contrast with the
requirement in conventional wind tunnels [37,38]. A
large fan would also be an optimal choice to meet the
two above-mentioned requirements. However, the nat-
ural wind is gusty, which is an actual problem that
results in the deviation between wind tunnel experi-
ments and field observations. This phenomenon simul-
taneously presents large-scale unsteady features and
small-scale high-frequency pulses. The sand transport
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is considerably influenced by the unsteady turbulent
characteristics of field gust, such as transport rate fluc-
tuations and intermittent transports [39]. However,
stimulating unsteady field gust in the wind tunnel is
difficult by using only one large fan, which must pos-
sess considerable inertia. The theory of inverse Fourier
transform indicates that one unsteady continuous wind
speed series could be regarded as a superposition of
numerous different sine curves of wind speed. The
energetic frequency range of turbulence in ABL is
mostly from 0.01Hz to 1Hz [40,41]. The field observa-
tion result at the south edge of the Taklimakan desert
shows that 85% of the field gust energy corresponds
to the frequency below 0.25Hz [42]. Therefore, the
low-frequency energetic part of the field gust could be
approximately reproduced in the wind tunnel when the
power part of the wind tunnel is constituted by multi-
ple axial fans. Each fan would drive the airflow changes
with sinusoidal variation by individually controlling the
frequency converter. The high-frequency randompulse
part of airflow could then be self-developed while the
airflow passes over the spires and roughness elements.

The designed environmental wind tunnel must meet
the following three requirements to realize the simu-
lations of continuous migration of aeolian sand and
sandstorm process: (1) the airflow velocity in the wind
tunnel should be sufficiently strong; (2) the power fan
inertia should be as small as possible to facilitate vari-
able speed adjustment and ensure high flow rate; and
(3) the airflow field in the wind tunnel should have
high turbulence intensity to reproduce the near-surface
strong turbulence atmosphere. The numerical simu-
lation of the entire structure and corresponding flow
fields of the wind tunnel is an undeniably advanced and
effective technique for the optimization of wind tunnel
design [43]. This work focuses on 3D computational
fluid dynamics (CFD) of the wind tunnel technol-
ogy. The optimal power system configuration is deter-
mined through comparative simulation and analysis
of the boundary layer flow characteristics in the wind
tunnel, such as airflow velocity, turbulence intensity,
and boundary layer thickness, under different power
system configurations (single/dual fans). The present
study aims to provide simulation data references for the
wind tunnel upgrading and related experiments inwind
blowing sand transport.

2. Simulation scheme

2.1. Governing equations

The wind flow of the neutral ABL formed in the
wind tunnel is incompressible. The Reynolds-averaged
Navier–Stokes (RANS) approach was adopted because
the study focuses on the generation of the time-
averaged steady wind field in the controlled wind tun-
nel. The continuity and momentum equations for pure

wind flow can be respectively expressed as follows:

∂ρūi
∂xi

= 0, (1)

∂(ρūiūj)
∂xj

= − ∂ p̄
∂xi

+
∂

∂xj

(
μ

∂ūi
∂xj

)
− ∂

∂xj
(ρu′iu′j),

(2)
where xi is the coordinate in the ith axis in the Carte-
sian coordinate system; ρ and μ are the density and
dynamic viscosity coefficient of air, respectively; ui is
the ith velocity component; u′

i is the fluctuation part of
ui; p is pressure; over bar represents the time-averaged
value; and −ρu′iu′j is called the Reynolds stress. This
stress is characterized by the Boussinesq eddy viscosity
assumption, which is used to close equations.

2.2. Turbulencemodel

The simulation of ABL flows is usually conducted
using the commercial CFD codes with steady RANS
turbulence modelling, particularly the standard k–ε
model and standard sand-grain rough wall functions
[44–46]. Several studies focused on certain physical
flow phenomena in ABL; hence, the airflow derivation
was neglected, and inlet profiles were set as the inlet
condition. The power part was directly omitted from
the computational domain even though the simulation
would be used for comparison with the wind tunnel
experiment. Such an approach generally resulted in an
unexpected decline in the velocity and turbulent pro-
files specified at the domain inlet before reaching the
observation section within the computational domain.
This behaviour is a direct consequence of the incon-
sistency between the fully developed ABL inlet profiles
and the wall function formulation. References [47–50]
proposed formulations for the turbulence model con-
stants Cμ and σε to ensure stream-wise homogeneity
when using the k profile proposed by Yang et al. [51].
Parente et al. [52] developed an improved k–ε model
for the neutral ABL flow simulation with arbitrary sets
of fully developed inlet conditions.

The present study demonstrates the simulation of an
actual ABL wind tunnel, including the rotating fans.
Thus, the inconsistency between the fully developed
ABL inlet profiles and the wall function formulation
can be neglected. The renormalization group (RNG)
k–ε model was used in this work based on various
two-equation turbulence models utilized in the ABL
numerical simulation [53]. The model developed by
Yakhot and Orszag [54] is a two-equation turbulence
model that solves the formulas for turbulent kinetic
energy k and turbulence dissipation rate ε. This model
can enhance the swirling flow accuracy by accounting
for the swirl effect on turbulence. In the steady airflow,
the two groups of equations for the turbulent kinetic
energy k and the turbulence dissipation rate ε are as
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follows [54]:
∂(ρkuj)

∂xj
= ∂

∂xj

(
αkμeff

∂k
∂xj

)
+ Gk − ρε, (3)

∂(ρεuj)
∂xj

= ∂

∂xj

(
αεμeff

∂ε

∂xj

)
+ C1εε

k
Gk − C∗

2ερ
ε2

k
,

(4)

where μeff = μ + μt and μt = ρCμk2/ε are the effec-
tive and turbulence viscosities, respectively.

2.3. Numerical setup

The simulation was conducted by using Fluent, a
commercial CFD code, to solve the governing equa-
tions. The seven coefficients of the RNG k–ε model
were set as their standard values. The near-wall treat-
ment adopted standard wall functions. The semi-
implicit method for pressure-linked equation consis-
tent (SIMPLEC) algorithm [55], which also belongs
to the family of the well-known semi-implicit method
for pressure-linked equation (SIMPLE) algorithm [56],
was used for the pressure–velocity coupling based on
the finite-volume method in the present simulations.
The SIMPLEC algorithm was more efficient in itera-
tive computations for fine grid systems compared with
the SIMPLE algorithm. Particularly, the multiple refer-
ence frame (MRF) model was employed to deal with
the interaction between the rotating and the stationary
regions [57].

2.4. Computational domains, grids, and boundary
conditions

The ABL tunnel was designed as an open-type uni-
flow wind tunnel with an experimental section of

9000mmL × 940 mmW × 940mmH. Figure 1 shows
the structural diagram of the entire wind tunnel.
When both axial fans were placed together in part
B, LA = 500mm and LB = 2800mm. When the dual
fans were individually placed in parts A and B,
LA = LB = 1800mm. The two fans had the same
arrangement in parts A and B. The flow driven by a
single fan in the wind tunnel was also simulated to
validate the computational model (Section 3). When
the single fan was placed at part B, LA = 500mm and
LB = 1800mm. Figures 2 and 3 show the arrange-
ments of single/dual fans in the power parts and their
geometric models. The fans have five uniform cross-
sectional blades with 370mm height and 0mm blade
tip-clearance. Each fan was equipped with a circular
cowling.

The 3D geometric modelling and meshing were
implemented by Gambit. In those studies, the X-, Y-,
and Z-axes in the Cartesian coordinate system respec-
tively represented axial (stream-wise), vertical, and
span-wise directions of the wind tunnel. The origin of
the coordinate system is located at the centre of the inlet
cross-section of the experimental section. Symbols u,
v, and w correspondingly represented the axial, verti-
cal, and span-wise mean velocity components of the
airflow. The TGrid meshing scheme was employed in
the region enclosing the axial fan to generate the grids
comprising tetrahedral/hybrid elements. The gridswith
hexahedral/wedge elementswere created by theCooper
scheme in other regions of the wind tunnel model.
Figure 4 shows the grids on the vertical section (X–Y
plane) of the partial region, including the single fan.
The grids of the model with dual fans located in one
power part have similar meshing.

Figure 1. Diagram of the wind tunnel.

Figure 2. Arrangement of the single fan in parts A/B and its geometric model.
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Figure 3. Arrangement of dual fans in part B and its geometric model.

Figure 4. Rotating subdomain in MRF.

The rotational speed of each fan in the simulation
was set as 3000 rpm. Specifically, the rotational speed
of the rotating reference frame should be −3000 rpm.
The rotating subdomain in MRF is also marked by a
rectangular wireframe in Figure 4. The inlet and outlet
conditions of the wind tunnel adopted the zero gauge
pressure condition. The roughness height and constant
of the wall surface were also respectively set to 300mm
and 0.7 to match the field conditions accurately.

3. Model validation

The wind tunnel model with only a single fan was sim-
ulated to validate the numerical model because many
flow research reports in the ABL wind tunnel driven by
a single fan are available. The fan was placed in part B
to facilitate air entry into the wind tunnel [37].

A set of pre-simulations was conducted to check grid
independence. Themonitoring variable is used to select
the airflow mass rate at the tunnel inlet. Figure 5 shows
that the relative difference in mass rate is less than 4%
and that for the last three grid meshing conditions is
less than1.5%. Such a relative difference essentially sat-
isfied the evaluation criteria setting of the engineering
problems inCFD.Considering the residual errors in the

Figure 5. Grid independence validation.

simulations, the simulated result based on the third grid
meshing scheme is selected in this study for analysis.

The grid convergence index (GCI)method proposed
by Roache [58] was used in this study to evaluate
the numerical uncertainty on the grid. This method is
based on the generalized theory of Richardson extrapo-
lation and involves the comparison of discrete solutions
at two different grids of spacing (h) [59,60]. The GCI
formula can be expressed as follows:

GCIfine = Fs
ε

1 − rp
, (5)

GCIcoarse = Fs
rpε

1 − rp
, (6)

where ε—relative error between solutions based on
coarse and fine grids; p—formal order of accuracy of
the algorithm; r—refinement factor between coarse and
fine grids; Fs—safety factor.

Table 1 lists the GCI results. The GCI value
decreased with mesh refinement. Considering the GCI
evaluation criteria, Karimi et al. [61] indicated that the
numerical uncertainty caused by the grid number has
slight effects on the deviation between numerical and
experimental results when the GCI is less than 4.5%.
Thus, the solution accuracy in the cases presented in

Table 1. GCI simulation results.

Grid number Mass flow rate (kg/s) GCI (%)

524,099 26.729155 14.1
1,216,430 27.598539 7.6
1,745,621 28.075937 4.2
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Figure 6. Contours of the time-averaged axial velocity u of the airflow (X–Y plane, Z = 0).

Figure 7. Velocity profiles of the airflow at locations A1–A3.

Figure 8. Profiles of k vs. z at locations A1–A3.

Table 1 could be regarded as optimal when the grid
number increased to 1,745,621.

Figure 6 shows the contours of the time-averaged
axial velocity u of the airflow on the vertical plane at
the centre of the wind tunnel (X–Y plane, Z = 0). As
previously mentioned, no decline can be observed in
the velocity and turbulent profiles. The mean velocity
u profiles of the airflow in the experimental section are
uniformly distributed and demonstrate vertical gradi-
ents. Figure 7 presents the velocity profiles of airflow at
three different locations in the experimental section of
the tunnel. Locations A1–A3 denote the three locations
whose distances away from the experimental section
inlet are 1/6, 1/2, and 5/6 of the experimental section
length. Among the three locations, A2 is the middle
location of the experimental section, while A1 and A3
are symmetric around A2. The three locations are rep-
resentative, and the typical flow field characteristics of

Figure 9. Profiles of ε vs. z at locations A1–A3.
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the upstream, middle, and downstream of the experi-
mental section can be provided. Symbol z is the height
above the wind tunnel bottom. Only the flow informa-
tion in the lower half part of the wind tunnel according
to the airflow axial symmetry is shown in the figure.
Figure 7 indicates that all profiles exhibit the bound-
ary layer flow feature near the wind tunnel bottom.
The profiles show that boundary layer thickness and
mainstream velocity increased along the stream-wise

airflow. This increase indicates a definite progressive
development of the boundary layer flow in the wind
tunnel. The boundary layer flow could be regarded as
well-developed from location A2 (Figure 6). The pro-
files of the turbulence kinetic energy k with height z
at locations A1–A3 are highly similar (Figure 8). The
difference among the k profiles could be attributed to
the flow disruption effect of the air-breathing fan. The
effect is remarkable when the distance away from the

Figure 10. Profiles of u, k, and ε of the airflowunder the boundary layer at location A2. (a) Velocity profile and curve fitting, (b) Profile
of k vs. z (c) Profile of ε vs. z.
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fan is close. Figure 9 exhibits the log–log plots of turbu-
lence dissipation ε versus height z. The profiles under
the boundary layer, such as those of velocity u, are
overlapped together. The results in Figures 7–9 imply
that the flow features of the boundary layer flow in the
wind tunnel are well maintained along the stream-wise
airflow.

The results in Figure 7 show that the boundary
layer thickness δ at location A2 is equal to 184mm.
Figure 10(a) shows the velocity u profile of the airflow
under the boundary layer at location A2 and its fitting
curve based on the modified formula of the logarith-
mic distribution law for neutral ABL flow proposed by
Richards and Hoxey [45].

u = u∗
κ

ln
z + z0
z0

, (7)

where u∗ denotes frictional velocity, z0 represents
the aerodynamic roughness of the underlying surface,
and Karman constant κ = 0.4. The results from the

fitting curve equation (Figure 10(a)) indicate that fric-
tional velocity u∗ = 2.782m/s and the roughness z0 =
2.39mm; these values are consistent with the actual
condition of the underlying surface covered vegetation
over 50–60mm in height [2]. The k and ε profiles are
also respectively shown in Figure 10(b) and (c); these
profiles present similarities to the results proposed by
Juretic and Kozmar [53].

Figure 11 shows the profiles of the relative veloc-
ity u/U and turbulence intensity Tu at location A2.

Table 2. GCI results for cases F2c and F2s.

Case Grid number
Mass flow rate

(kg/s) GCI (%)

F2c 784,956 38.975876 0.8
1,223,262 39.07304 0.37
1,686,787 39.111195 0.17

F2s 459,433 46.5759 7.4
842,923 47.68259 2.7

1,215,664 48.08916 1.0

Figure 11. Profiles of relative velocity u/U and turbulence intensity Tu at location A2. (a) Profile of u/U, (b) Profile of Tu.

Figure 12. Grid independence validation for the simulations of cases F2c and F2s. (a) Case F2c, (b) Case F2s.
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Herein, U denotes the velocity at the top of the bound-
ary layer, which approximately equates to mainstream
velocity. Tu, a dimensionless relative variable, is used
to represent the turbulent characteristic. The expres-
sion was defined herein as Tu =

√
2/3k

/
U. The max-

imum turbulence intensity Tu,max equates to 8.09%,
which appears at height z = 9mmnear the bottom sur-
face of the wind tunnel. The profiles are highly similar
to the wind tunnel experimental results processed by
Zhang et al. [62]. Apart from the different dimensions
between actual and simulated wind tunnels, the single-
directional velocity measurement and sand bed surface
topography in the actual wind tunnel experiment could
also be regarded as the factors that caused the spe-
cific difference between the simulated and experimental
results.

The analysis and comparisons indicated that the
numerical model used in this study is suitable for
simulating airflow in the entire ABL wind tunnel,
including the blade-rotating fan.

4. Results and discussion

The simulation of the boundary layer flow in the wind
tunnel with single fans is coded in this study as F1.
Meanwhile, F2c and F2s respectively denote the sim-
ulations of the airflow driven by dual fans located
at only Part B or at Parts A and B (Section 2.4).
Similar to case F1, a set of pre-simulations was con-
ducted to validate grid independence (Figure 12 and
Table 2). A shown in Figure 12 and Table 2, the error
values of the mass flow rate at the third grid sys-
tem and the corresponding GCI for the two differ-
ent simulation cases essentially reached the set crite-
ria during grid refinement with the increase in grid
number.

Airflow in case F2c is highly similar to that in
case F1. The profiles of non-dimensional velocity vari-
able u/U of the airflow under the boundary layer
at location A2 in cases F1 and F2c are drawn in
Figure 13(a). The two profiles are in superposition
despite the large absolute values of flow parameters in

Figure 13. Profiles of u/U and Tu under boundary layer at location A2 in cases F1 and F2c. (a) Profiles of u/U, (b) Profiles of Tu.

Figure 14. Contours of the airflow velocity u in case F2s (on the X–Y plane, Z = 0).
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case F2c. Herein, δ = 196mm, u∗ = 4.326m/s, z0 =
3.65mm, and U = 42.851m/s. The turbulent inten-
sity Tu also increases in case F2. However, the profiles
of Tu in cases F1 and F2c are only slightly translated
(Figure 13(b)). The Pearson correlation coefficient of
both profiles of Tu equates to 0.9995. Such a value also
presents high similarity of the boundary layer flows in
both cases.

The airflow in case F2s is different from that in
cases F1 and F2c because the blade rotation of the air-
blowing axial fan at the wind tunnel inlet should cause
the negative pressure zone behind the central region
of the fan. Figure 14 shows the contours of the time-
averaged axial velocity u of the airflow in case F2s (on
the X–Y plane, Z = 0). The airflow velocity u in the
middle part of the tunnel decreases with heights sim-
ilar to those in the boundary layer region. Although
the influence of the air-blowing axial fan decreases with
the flow distance, this reduction still affects the entire
experimental section. Accordingly, the boundary layer
thickness always increases along the airflow direction,

Figure 15. Profiles of u/U in boundary layer at locations B1–B5.

and the velocity U decreases along the airflow direc-
tion based on the continuity principle. Five locations
were selected and labelled as B1–B5 to analyze the char-
acteristics of the developing boundary layer flow in
case F2s comprehensively. Herein, B1–B5 denote the
locations whose distances away from the inlet of the
experimental section are 1/10, 3/10, 1/2, 3/5, and 4/5 of
the experimental section length. Locations A2 and B3
are identical (A2↔B3), that is, B3 is themiddle location
of the experimental section. However, locations B1, B2,
B4, andB5 are asymmetric aroundB3. Locations B4 and
B5 are purposefully moved upstream after the addition
of a fan i at the inlet side of the wind tunnel to analyze
the blowing flow pattern from the upstream accurately.
The flow field difference under the action of single- and
double-side fans is also distinguished. Figure 15 shows
the profiles of the non-dimensional velocity variable
u/U of the airflow in the boundary layer at the five
locations (B1–B5). The airflow is not yet fully devel-
oped until the flow run passes location B3. Figure 16
and Table 3 represent the boundary layer flow charac-
teristics of e airflow at location A2 (i.e. B3) among the
three cases. Considering the effect of air-blowing axial
fans, the velocity and turbulence intensity profiles of
airflow in case F2s are different from those in the two
other cases. Although the boundary layer thickness in
case F2s is low, the values of other flow characteristic
parameters, such as u∗, U, and Tu,max, are considerably
larger than those in cases F1 and F2c.

Compared with the single-fan power configuration,
the two dual-fan power arrangements could provide
substantially large air quantities in the wind tunnel
with the same inertia effect of the rotating fan as
the single-fan power system. Considering the special
requirements of the experimental research on aeolian

Table 3. Characteristic parameters of boundary layer flow at
location A2 (B3).

CASE δ (mm) z0 (mm) u∗ (m/s) Tu ,max(%) U (m/s)

F1 184 2.39 2.782 8.09 30.442
F2c 196 3.65 4.326 8.40 42.851
F2s 120 5.31 7.435 12.02 53.393

Figure 16. Profiles of u/U and Tu under boundary layer at location A2 (B3) in the three cases. (a) Profiles of u/U, (b) Profiles of Tu.
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Figure 17. Velocity profiles of theboundary layer flow in thewind tunnelwith/without roughness element arrangement. (a)Without
roughness element, (b) With roughness element.

sand transport, dual-fan arrangements, such as that
in case F2s, is appropriate for generating a boundary
layer flow with high wind velocity and turbulence. A
set of carefully arranged roughness elements is neces-
sary to adjust the boundary layer flow structure and
enhance the boundary layer thickness [63–65]. One
wind tunnel has been createdwith a dual-fan power sys-
tem similar to that in case F2s [66]. The dimension of
the tunnel’s experimental section is 12,000 mmL × 600
mmW × 800 mmH. Two axis fans with 3.5 kW power
and 1440 rpm are individually fixed at both ends of
the tunnel. The declining roof board of the tunnel is
removed to offset the air-blowing fan effect. This step
would generate stream-wise additional pressure in the
middle part of the tunnel. Figure 17 shows the airflow
velocity profile at half-length of the tunnel with/without
roughness element arrangement in the tunnel while the
two fans individually or simultaneously run. The figure
also demonstrates that the effect of the rotating air-
blowing fan influences the terminal flow state of the
airflow driven by the dual fans. The roughness element
arrangement is more efficient in enhancing the bound-
ary layer thickness compared with the velocity profiles
shown in Figure 17. The boundary layer thickness in
the tunnel with roughness elements is more than twice
that in the case without these elements. The roughness
element arrangement could also reduce the effect of the
rotating air-blowing fan on the airflow state.

5. Conclusions

Boundary layer flows in the wind tunnel driven by sin-
gle/dual fans have been successfully simulated by mod-
elling the entire wind tunnel construction, including
the power fan sections. This modelling method in the
numerical simulation can ensure that the flow fea-
tures of the boundary layer flow in the wind tun-
nel are efficiently maintained along the stream-wise
airflow. This method is also effective in numerically
simulating the boundary layer flow in the ABL wind
tunnel without considering the inconsistency between

the fully developed ABL inlet profiles and the wall
function formulation.

Compared with the simulation result of the bound-
ary layer flow driven by a single fan in the wind tunnel,
the airflow in the tunnel with dual fans possesses con-
siderably high velocity and the same inertia effect of
the rotating fan. When dual fans are both placed at the
tunnel outlet, the boundary layer flow in the tunnel is
similar to that driven by a single fan. If dual fans are
separately placed at the tunnel inlet and outlet, then the
airflow can be different from the two above-mentioned
flows. This occurrence can be attributed to the effect
of the air-blowing fan at the tunnel inlet. The maxi-
mum airflow velocity and turbulence intensity of the
boundary layer flow in such a separate dual fan con-
figuration can correspondingly reach 53.393m/s and
12.02%,which are 1.75 and 1.49 times higher than those
in the single-fan configuration one, respectively. Nev-
ertheless, such a fan layout scheme may cause reduc-
tions in boundary layer thickness to a certain extent.
Considering the requirements of wind velocity and tur-
bulent intensity to move a mass of sand continuously,
such as field aeolian sand transport, the wind tunnel
with dual fans at both ends is suitable for the exper-
imental study of aeolian sand transport. The tunnel
construction adjustment and optimal roughness ele-
ment arrangement should also be adopted during wind
tunnel improvement and practical application to offset
the effect of air-blowing fans. Accordingly, the required
boundary layer thickness in the wind tunnel can be
guaranteed.

Acknowledgements

The authors gratefully acknowledge the projects supported
by the National Natural Science Foundation of China
(11402190), the Shaanxi Province Natural Science Founda-
tion Research Project (2018JM1021 & 2019JQ-304), the Nat-
ural Science Foundation of EducationDepartment of Shaanxi
Provincial Government (19JK0849), and the Wisteria Scien-
tific Research Cooperation Special Project (XM06190109).



446 B. YANG ET AL.

Disclosure statement

Nopotential conflict of interest was reported by the author(s).

Funding

This work was supported by National Natural Science Foun-
dation of China [grant number 11402190]; Shaanxi Province
Natural Science Foundation Research Project [grant number
2018JM1021,2019JQ-304].

References

[1] Stull RB. An introduction to boundary layer meteorol-
ogy. Dordrecht: Kluwer Academic Publishers; 1988.

[2] Wu Z. Geomorphology of wind-drift sands and their
controlled engineering. Beijing: Science Press (in Chi-
nese); 2010.

[3] Cushman-Roisin B. Environmental fluid mechanics.
New York: John Wiley & Sons. (in preparation); 2014.

[4] Sherlock R, Stalker E. Control of gases in the wake of
smoke stacks. Mech Eng. 1940;62(6):455–458.

[5] Sherlock R, Stalker E. A study of flow phenomenon in
the wake of smoke stacks. Engineering Reserch Bulletin
29, University of Michigan, 1941.

[6] Cao S,NishiA, KikugawaH, et al. Reproduction ofwind
velocity history in a multiple fan wind tunnel. J Wind
Eng Ind Aerodyn. 2002;90:1719–1729.

[7] Tao P, Lin Z, Cao S, et al. Buffeting force analysis of thin
plate section inmultiple fans active control wind tunnel.
J Vibr Shock. 2010;29(6):178–183. (in Chinese).

[8] Cao JX, Cao SY, Ge YJ. Characteristics and perfor-
mances of a newly-built actively-controlled multiple-
fan wind tunnel. In: The 9th Asia-Pacific Conference on
Wind Engineering, Auckland, New Zealand, 2017.

[9] Wang JY, Meng QH, Luo B, et al. A multiple-fan active
control wind tunnel for outdoor wind speed and direc-
tion simulation. Rev Sci Instrum. 2018;89:035108.

[10] Cheng XX, Chen X, Ge YJ, et al. A new atmospheric
boundary layer wind tunnel simulation methodol-
ogy for wind effects on large cooling towers consid-
ering wind environment variations. Adv Struct Eng.
2019;22:1–17.

[11] Li XY, Yao Y, Zhao B, et al. Characteristics and per-
formances of a small-scale model of the closed-circuit
multiple controlled fan wind tunnel. Rev Sci Instrum.
2019;90:045104.

[12] Kamada Y, Li Q, Maeda T, et al. Wind tunnel
experimental investigation of flow field around two-
dimensional single hill models. Renewable Energy.
2019;136:1107–1118.

[13] Counihan J. An improved method of simulating an
atmospheric boundary layer in a wind tunnel. Atmos
Environ. 1969;3(2):197–214.

[14] Hunt JCR, Fernholz H. Wind-tunnel simulation of the
atmospheric boundary layer: a report on Euromech 50.
J Fluid Mech. 1975;70(3):543–559.

[15] Barbosa PHA, CataldiM, Freire A PS.Wind tunnel sim-
ulation of atmospheric boundary layer flows. J Brazilian
Soc Mech Sci Eng. 2002;24(3):177–185.

[16] Kozmar H. Natural wind simulation in the TUM
boundary layer wind tunnel. In: Proceedings of the 5th
European-African Conference on Wind Engineering,
Florence, Italy, 2009.

[17] Kozmar H. Truncated vortex generators for part-
depth wind-tunnel simulations of the atmospheric

boundary layer flow. J Wind Eng Ind Aerodyn.
2011;99(2):130–136.

[18] VitaG,HemidaH,Andrianne T, et al. Generating atmo-
spheric turbulence using passive grids in an expansion
test section of a wind tunnel. J Wind Eng Ind Aerodyn.
2018;178:91–104.

[19] Hancock PE, Hayden P. Wind-tunnel simulation of
weakly and moderately stable atmospheric boundary
layers. Boundary-Layer Meteorol. 2018;168:29–57.

[20] Mitsuhashi H. Snowdrifting on building and wind tun-
nel experiment usingmodel snow. J Jpn Assoc Snow Ice.
2003;65(3):287–295.

[21] Lu X, Huang N, Tong D. Wind tunnel experi-
ments on natural snow drift. Sci China Technol Sci.
2012;55(4):927–938.

[22] Liu X, Han Y, Cai C, et al. Wind tunnel tests for mean
wind loads on road vehicles. J Wind Eng Ind Aerodyn.
2016;150:15–21.

[23] Tominaga Y, Blocken B. Wind tunnel analysis of flow
and dispersion in cross-ventilated isolated buildings:
Impact of opening positions. J Wind Eng Ind Aerodyn.
2016;155:74–88.

[24] Hardie J, Young S. Aphid flight-track analysis in three
dimensions using video techniques. Physiol Entomol.
1997;22(2):116–122.

[25] Zhou H, Du J. Wind tunnel technique in the study of
insect chemical communication. Entomol Knowledge.
2001;38(4):267–272. (in Chinese).

[26] Hardie J, Powell G. Video analysis of aphid flight
behaviour. Comput Electron Agric. 2002;35(2):229–
242.

[27] Amir A, Pirooz S, Flay RGJ. Comparison of speed-
up over hills derived from wind-tunnel experiments,
wind-loading standards, and numerical modelling.
Boundary-Layer Meteorol. 2018;168:213–246.

[28] Li WJ, Zhang Y, Yang B, et al. Large-scale turbulence
structures in a laboratory-scale boundary layer under
steady and gusty wind inflows. Sci Rep. 2019;9:9373.

[29] Bagnold RA. The physics of blown sand and desert
dunes. London: Methuen; 1941.

[30] Chepil WS. Dynamics of wind Erosion: III. The trans-
port capacity of the wind. Soil Sci. 1945;60(6):475–480.

[31] Yang B, Wang Y, Zhang Y. The 3-D spread of saltation
sand over a flat bed surface in aeolian sand transport.
Adv Powder Technol. 2009;20(4):303–309.

[32] Yang B, Wang Y, Liu J. PIV measurements of two-phase
velocity fields in aeolian sediment transport using fluo-
rescent tracer particles. Measurement. 2011;44(4):708–
716.

[33] Cheng H, Liu C, Li J, et al. Wind erosion mass vari-
ability with sand bed in a wind tunnel. Soil Tillage Res.
2017;165:181–189.

[34] Zhou X, Hu J, Gu M. Wind tunnel test of snow loads
on a stepped flat roof using different granular materials.
Nat Hazards. 2014;74(3):1629–1648.

[35] Zhou X, Kang L, Yuan X, et al. Wind tunnel test of
snow redistribution on flat roofs. Cold Reg Sci Technol.
2016;127:49–56.

[36] Lu Q, Yang Y. Warnings of global dust storm. Beijing:
China Environmental Science Press; 2001.

[37] WuR,Wang Z. Principle of wind tunnel design. Beijing:
Beihang University Press (in Chinese); 1985.

[38] Wang X. Low speed wind tunnel Test. Beijing: National
Defend Industry Press (in Chinese); 2002.

[39] Yang B, Gao K, Liu J, et al. Influence of the unsteady
turbulence in field gust on sand saltation. Mech Eng.
2013;35(1):15–19. (in Chinese).



AUTOMATIKA 447

[40] Berman S. Estimating the longitudinal wind spectrum
near the ground. Q J R Metereol Soc. 1965;91(389):
302–317.

[41] Kaimal JC,Wyngaard JC, Izumi Y, et al. Spectral charac-
teristics of surface-layer turbulence. Q J RMetereol Soc.
1972;98(417):563–589.

[42] Wang Y, Liu J, Yang B, et al. Field gust gradient obser-
vation at the south edge of Taklimakan desert. In Pro-
ceedings of the 7th conference of wind engineering &
aerodynamics, Chengdu, China, 2006, pp. 127–132 (in
Chinese).

[43] Aboutabikh M, Ghazal T, Chen J, et al. Designing a
blade-system to generate downburst outflows at bound-
ary layer wind tunnel. J Wind Eng Ind Aerodyn.
2019;186:169–191.

[44] Deterin HW, Etling D. Application of the k–ε turbu-
lencemodel to the atmospheric boundary layer. Bound-
ary Layer Meteorol. 1985;33:113–133.

[45] Richards PJ, Hoxey RP. Appropriate boundary condi-
tions for computational wind engineering models using
the k-ε turbulence model. J Wind Eng Ind Aerodyn.
1993;46-47:145–153.

[46] Cabezón D, Sumner J, Garcia B, et al. Rans simulations
of wind flow at the bolund experiment. In: Europeam
Wind Energy Conference & Exhibition, Brussels. 2011;
p. 141–143.

[47] Blocken B, Stathopoulos T, Carmeliet J. CFD simula-
tion of the atmospheric boundary layer: wall function
problems. Atmos Environ. 2007;41(2):238–252.

[48] Blocken B, Carmeliet J, Stathopoulos T. CFD evaluation
of wind speed conditions in passages between parallel
buildings-effect of wall-function roughness modifica-
tions for the atmospheric boundary layer flow. J Wind
Eng Ind Aerodyn. 2007;95(9–11):941–962.

[49] Hargreaves D, Wright N. On the use of the k–ε model
in commercial CFD software to model the neutral
atmospheric boundary layer. J Wind Eng Ind Aerodyn.
2007;95:355–369.

[50] Gorlé C, Van Beeck J, Rambaud P, et al. CFDmodelling
of small particle dispersion: The influence of the turbu-
lence kinetic energy in the atmospheric boundary layer.
Atmos Environ. 2009;43(3):673–681.

[51] Yang Y, Gu M, Chen S, et al. New inflow boundary
conditions for modeling the neutral equilibrium atmo-
spheric boundary layer in computational wind engi-
neering. J Wind Eng Ind Aerodyn. 2009;97:88–95.

[52] Parente A, Gorlé C, Van Beeck J, et al. Improved k–ε
model and wall function formulation for the RANS
simulation of ABL flows. J Wind Eng Ind Aerodyn.
2011;99(4):267–278.

[53] Juretic F, Kozmar H. Computational modeling of
the atmospheric boundary layer using various two-
equation turbulence models. Wind Struct Int J. 2014;
19(6):687–708.

[54] Yakhot V, Orszag SA. Renormalization group anal-
ysis of turbulence. I. Basic theory. J Sci Comput.
1986;1(1):3–51.

[55] Van Doormaal JP, Raithby GD. Enhancements of the
SIMPLE method for predicting incompressible fluid
flows. Numer Heat Tr. 1984;7:147–163.

[56] Patankar SV, Spalding DB. A calculation procedure
for heat, mass and momentum transfer in three-
dimensional parabolic flows. Int J Heat Mass Tran.
1972;15:1787–1806.

[57] Luo J, Issa RI, Gosman AD. Prediction of impeller-
induced flows in mixing vessels using multiple frames
of reference. In Icheme Symposium Series, 136, 1994;
pp. 549–556.

[58] Roache PJ. Quantification of uncertainty in com-
putational fluid dynamics. Annu Rev Fluid Mech.
1997;29(1):123–160.

[59] Richardson LF. The approximate arithmetical solu-
tion by finite differences of physical problems involv-
ing differential equations, with an application to the
stresses in aMasonry Dam. Philos Trans R Soc London.
1911;210:307–357.

[60] Richardson LF, Gaunt JA. The deferred approach to
the limit. Philos Trans R S A Math Phys Eng Sci.
1927;226:299–361.

[61] Karimi M, Akdogan G, Dellimore KH, et al. Quantifi-
cation of numerical uncertainty in computational fluid
dynamics modelling of hydrocyclones. Comput Chem
Eng. 2012;43:45–54.

[62] Zhang W, Wang Y, Li S. Simultaneous PIV and PTV
measurements of wind and sand particle velocities. Exp
Fluids. 2008;45:241–256.

[63] Cook NJ. Wind-tunnel simulation of the adiabatic
atmospheric boundary layer by roughness, barrier and
mixing-device methods. J Wind Eng Ind Aerodyn.
1978;3(2-3):157–176.

[64] Iyengar AKS, Farell C. Experimental issues in atmo-
spheric boundary layer simulations: roughness length
and integral length scale determination. JWind Eng Ind
Aerodyn. 2001;89(11–12):1059–1080.

[65] Varshney K, Poddar K. Experiments on integral length
scale control in atmospheric boundary layer wind tun-
nel. Theor Appl Climatol. 2011;106(1-2):127–137.

[66] Yang B, Tang B, Ren Y. Optimal design of the power
system of ABL wind-tunnel. J Xi’an Jiaotong Univ.
2017;51(6):110–114. (in Chinese).


	1. Introduction
	2. Simulation scheme
	2.1. Governing equations
	2.2. Turbulence model
	2.3. Numerical setup
	2.4. Computational domains, grids, and boundary conditions

	3. Model validation
	4. Results and discussion
	5. Conclusions
	Acknowledgements
	Disclosure statement
	Funding
	References

