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Abstract—Many factors can affect the users’ quality of experience (QoE) in speech communication services. The impairment factors appear due to physical phenomena that occur in the transmission channel of wireless and wired networks. The monitoring of users’ QoE is important for service providers. In this context, a non-intrusive speech quality classifier based on the Tree Convolutional Neural Network (Tree-CNN) is proposed. The Tree-CNN is an adaptive network structure composed of hierarchical CNNs models, and its main advantage is to decrease the training time that is very relevant on speech quality assessment methods. In the training phase of the proposed classifier model, impaired speech signals caused by wired and wireless network degradation are used as input. Also, in the network scenario, different modulation schemes and channel degradation intensities, such as packet loss rate, signal-to-noise ratio, and maximum Doppler shift frequencies are implemented. Experimental results demonstrated that the proposed model achieves significant reduction of training time, reaching 25% of reduction in relation to another implementation based on DRBM. The accuracy reached by the Tree-CNN model is almost 95% for each quality class. Performance assessment results show that the proposed classifier based on the Tree-CNN overcomes both the current standardized algorithm described in ITU-T Rec. P.563 and the speech quality assessment method called ViSQOL.
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I. INTRODUCTION

Speech mobile applications and the number of mobile devices [1] has been increasing in the last years [2], and according to [3] the mobile device number will increase across the world. Hence, the telecommunication services performance need to be monitored [4] to guarantee a minimum level of users Quality of Experience (QoE) [5]–[9].

In communication channels occur different type of degradations [10], in wired and wireless networks. The Packet Loss Rate (PLR) is a common kind of degradation [11]. PLR values and its model distributions were widely studied [11]–[13] in the context of wired networks. However, in wireless networks, different impairment factors appear due to the transmission channel characteristics [14], such as the diverse obstacles between the transmission and reception points, which originate different phenomena. The path delays and signal power variations are example of problems at communication in wireless network. These degradation factors originate the fading [15]. Most of research on speech quality focus on wired network parameters, such as packet losses, jitter and delays; however, the wireless channel impairment characteristics and techniques used in wireless communication systems are not related with the speech quality [16], [17].

Speech quality assessment objective methods estimates a Mean Opinion Score (MOS), and they can be classified in three models depending on the input type of the algorithm [18]: (i) Based on speech signal methods, which can be intrusive and non-intrusive methods. Algorithms that use reference and impaired signals are named intrusive method, such as ITU-T Rec. P.862 [19] and P.863 [20]. Algorithms that only use the impaired speech signal is known as non-intrusive method, which the most representative and standardized algorithm is described in the ITU-T Rec. P.563, but it does not work in a proper manner in networks that presents packet losses [13]. In addition, another non-intrusive method was proposed more recently [21], [22], and reached better performance. (ii) Parametric method that uses as inputs parameters related to network, speech codec and acoustic characteristics. (iii) Hybrid method that uses both approaches.

In recent years, several machine learning algorithms [23], such as Deep Learning (DL) algorithms, have been utilized for speech recognition and analysis. Currently, the Recurrent Neural Networks (RNN), Convolutional Neural Network (CNN) and the Restricted Boltzmann Machine (RBM) are very popular methods used in speech [24] and image recognition reaching satisfactory performance results. RBM is a generative stochastic Artificial Neural Network (ANN) that can learn a probability distribution; for classifications purposes, it is necessary to add a supervised learning method, classifying the samples based on the characteristics extracted by the RBM. Studies regarding the characteristics identification in speech signals demonstrate superior accuracy of the RBM in relation to other widely used methods [25], [26], such as Support Vector Machine (SVM). In a previous work [26], a non-intrusive speech quality classifier based on Discriminative Restricted Boltzmann Machines (DRBM) is presented, and it reached a high accuracy for classifying a MOS speech quality. However, the DRBM presents some deficiencies in terms of the training time, and some proposals try to decrease the impact of this
More recently, a methodology called Tree-CNN appears to minimize the training time, because in its algorithm, the ANN grows as a tree manner to classify new classes of data, but maintaining the ability to distinguish the previously trained classes at the same time [30].

It is important to note that, currently, a considerable number of studies [31]–[34] uses machine learning algorithms for speech recognition. However, there is a lack of research on treating the speech quality in communication systems with a high accuracy and which works with significant reduction of training effort.

In this context, this research presents additional contributions regarding to our previous work [26], which can be stated as follows:

- To propose a speech quality assessment method based on the Tree-CNN algorithm for classifying a MOS index into a predefined speech quality class, in a network scenario containing wired and wireless transmission channels. Nowadays, the Tree-CNN has been applying only for images classification with no study cases on speech quality classification.
- Accuracy evaluation of the Tree-CNN in relation to other algorithms, such as, SVM, DRBM and HDRBM.
- Study the complexity of the Tree-CNN in relation to training issues time. The significance of the use of Tree-CNN algorithm is its high accuracy, but mainly the reduced time in the learning process.
- Performance assessment of the proposed classification model in relation to ITU-T Rec P.563 and solutions proposed in [21], [26], [35].

To determine the proposed model, different speech signal characteristics are used. In this work, different speech impairment originated by wired and wireless networks are considered. In order to evaluate the impact of those degradation, a test scenario was implemented, in which different packet losses patterns were implemented. The impaired speech sequences were evaluated using the algorithms described in the recommendations ITU-T P.863 [20] and P.563 [35]. The first one is used as reference of speech quality and was an input in the training phase. The later was used for comparing the performance of the proposed speech classifier model based on the Tree-CNN method.

In this research, the Wideband Adaptive Multi-Rate (AMR-WB) [36] and the Enhanced Voice Service (EVS) [37] codecs are used as speech compression algorithms in the implemented test scenario. The AMR-WB is a wideband speech audio coding standard developed based on Adaptive Multi-Rate encoding based on the algebraic code excited linear prediction (ACELP) algorithm. The EVS is the first 3GPP communication codec providing both super-wideband (SWB) and fullband (FB) to improve speech perceptual quality. The AMR-WB e EVS codecs were implemented because they are the most used in current communication networks, specifically, AMR-WB codec is widely used in 3G and 4G networks [38]–[41], and EVS codec [42] is being implemented in the first 5G networks.

The remainder of this article is structured as follows. Section II presents a review of speech characterization and classification models. In section III the impact of wireless channels on the speech quality is presented. Section IV presents proposed classifier model. Section V presents the experimental results. Finally, the conclusions are presented in section VI.

II. Speech Characterization and Classification Models

Speech signals present characteristics that are usually represented by different features [43]; these characteristics extracted from the signal in both temporal and frequency domains.

Nowadays, there are several speech signal features used for different applications. One feature is the Zero Crossing Rate parameter (ZCR), which indicates the speech signal changes during a period of time, from positive to negative amplitude values or vice-versa. The Mel-frequency cepstral coefficients (MFCC) are other features, used by several studies to represent the speech signal [44], [45]. The perceptual linear prediction (PLP) coefficients are utilized for representing the speech spectrum by a compact set of linear prediction coefficients using the Bark frequency scale [46]. In addition to these features, other feature, such as line spectral frequency (LSF) [47], Line Spectral Pairs (LSPs) [48], the spectral centroid, spectral shift, spectral flux, FFT Spectrum information are used for recognition and classification of speech signals.

Unknown speech patterns can be found by unsupervised learning approach, it has been used in several applications [49]–[51]. The RBM can be used as an unsupervised learning approach, which is composed by visible and hidden units; it can learn several discrimination characteristics for a particular problem [52], and eventually improve the computational cost and time required to complete the training process. The main idea of the RBM is to feed the network with unclassified examples and then rebuild the input data. The work of [53] highlights the use of Contrastive Divergence (CD) as a commonly used method for learning in RBMs, because of its efficiency and reliable results. The CD intends to adjust the input values in the model, working the approximation of the learning of maximum likelihood.

The RBM can model fragments of a signal [54] and the RBM can also be used for supervised techniques [26]. The supervised learning was proposed by the DRBM algorithm, in which labels or classes information are incorporate into the visible layer (input); thus, the joint distribution of the input data are calculated and they are classified in a corresponding label. However, the training phase depending of the scenario can be more complex that using more simple machine learning algorithms.

A. Tree-CNN

Initial layers of a CNN learn generic features [55] and this characteristic has been used for transferring learning data [56]. In a hierarchical CNN, the upper nodes commonly classify the classes using basic features [57], decreasing the complexity in the training phase.

The Tree-CNN starts as a single root node and after new hierarchies are generated to accommodate new classes. A similar topology is applied in [58], where the new classes
are added to the old classes, divided into two super-classes using an error-based model. In [30] is also used the Tree-CNN, however the topology is applied in a totally different scenario, testing images of cars and the results of accuracy are superior to 85%. In this research, our main contribution is to adapt and test the Tree-CNN topology in a scenario of speech perceptual quality classification.

In general, the steps for the Tree-CNN are described as follows:

- Initially, the network is trained for classifying the data into N classes. The data belonging to a new class is presented to the network, then the network grows to accommodate the new class.
- The network grows by adding a new leaf/branch node to the current structure.
- The objective for reducing the training effort is made up of two components, the number of weights updated, and the number of examples, old or new one, required for training.
- Finally, the updates are localized to a new section of the tree.

In the Tree-CNN, the \( P(x_t, Tr) \) represents the probability of the input data being classified into the correct category by the trunk-net. There are two sub-networks, one for encoding the input function at a fixed number of class, which is the leaf or branch-net, and another for encoding the locations for the output functions, the trunk-net. The function \( P(C_i, Tr) \) represents the probability of the input data being classified into the correct i-esim category. The \( P(x_t, Br) \) is the probability of the input data being classified into the i-esim correct category by branch-net. In which, \( P(x_t, Br) > P(x_t, Tr) \), because the branch-net is responsible to distinguish the i-esim category from other similar categories, which is different from the Trunk-Net. Assuming that the \( P(C_i, Tr) \) is almost equal to 1, then the probability of the Tree-CNN \( P(x_t, Br)P(C_i, Tr) \) classifying the class into the correct category is greater than the probability of the original net \( P(x_t, Tr) \). Fig. 1 presents the root and nodes, in which the branch nodes are the intermediaries, having a parent and two or more children and the leaf node represents the last level of the tree; the samples represents the speech files that are classified by the Tree-CNN model.

III. WIRELESS CHANNEL CHARACTERISTICS ON SPEECH QUALITY

For evaluating the effect of wireless channel degradations on speech quality a test scenario was implemented. The scenario follows the steps:

- Initially, there is an original speech signal (.wav), which is coded by the AMR-WB or EVS codecs;
- Different PLR distributions are applied in the speech signal;
- A modulation scheme is applied in the transmission system that have an impact in the speech signal;
- Modulated signal is transmitted via a RF channel model;
- A demodulation scheme occurs and the speech signal is demodulated and then decode by the AMR-WB or EVS codecs;
- An impaired speech signal is obtained, and the speech quality assessment occurs obtaining a MOS index using both objective algorithms described in ITU-T recommendations P.863 and P.563.

The speech samples extracted from Annex C of ITU-T Recommendation P.501 [59] are used in the tests, which are FB and they have a sampling frequency rate of 48 kHz. Each file has a duration of 8 s, with an initial silent of 0.5 s and intermediate silence of 1 s between two speech segments. It is important to note that he amount of speech activity is greater than 3.2 s in accordance with [60]. The wide-band speech samples are used, to this end an appropriated filter was used. Then, the speech level was equalized to 26 dBov using [61], and a down-sampling process was applied to get frequency sample rate of 16 kHz.

The speech signal passes over a wired network, with different PLR values. The modulation schemes used were the BPSK, QPSK and QAM (QAM-16, QAM-64 and QAM-256). In the wireless transmission channel, the Rayleigh fading channel model was used, in which the parameters configured were SNR (dB) and the maximum Doppler frequency shift (Hz). Table I shows the parameters and respective values used in the simulation.

### Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLR (%)</td>
<td>0, 2, 4, 7, 10, 15, 20</td>
</tr>
<tr>
<td>SNR (dB)</td>
<td>0:1:30</td>
</tr>
<tr>
<td>Max. Doppler Shift (Hz)</td>
<td>0, 5, 20, 30, 100, 200</td>
</tr>
<tr>
<td>Modulation scheme</td>
<td>BPSK, QPSK and QAM-(16, 64, 256)</td>
</tr>
</tbody>
</table>

In the reception point, speech samples with different impairments are obtained for comparing with the original speech samples. The ITU-T Rec. P.863 was used to determine the speech quality because the P.863 considers many features related to modern communication systems. In the total 6,510 different network scenarios are obtained for testing with the AMR-WB codec and the same quantity for the EVS codec. Each simulation was performed 50 times. The data set was separated into 3 sets: training, validation, and testing. 60% of samples corresponding to each network scenario were
randomly separated for the training phase, 20% were separated for validation and 20% were used for testing.

At the end, the tests showed that the higher was the SNR, the higher was the MOS index. In case of the maximum Doppler shift, its values do not have a significant effect on the MOS index being very little affected.

IV. PROPOSED SPEECH QUALITY ASSESSMENT

Fig. 2 introduces the high level of the network architecture used in this work, using the proposed speech quality classifier based on Tree-CNN. A database was built with the first speech samples database (60%), which was used in the training phase. Different speech characteristic features were extracted from signals and the information is used by the Tree-CNN for determining the Speech Quality Classifier model. The model is equivalent to a subjective rating, which is classified automatically by a machine learning model. The characteristics extracted and used in this work were: ZCR, FFT Spectrum, MFCCs with 13 static characteristics of the MFCC, and the first and second order derivatives of static characteristics, and spectral centroid, spectral flux and spectral shift.

The server is responsible for receiving telephone calls periodically from the service provider to update the database with new speech samples with different types of degradations. After, the learning model is retrained and it performs the extraction of parameters for obtaining new speech characteristics for improving the model. After, the new model is determined, it is sent, by an external application, to the client device, where it is sent, by an external application, to the client device, where can be used as a nonintrusive speech quality metric. The users devices are represented by the variables $U_1$ and $U_2$, in which the speech signal is analyzed using the updated model for determining the quality class A, B, C or D.

As can be observed in Fig. 2, there are four speech quality classes, which are being considered in this work. They are based on the Absolute Category Rating (ACR) of 5-point scale described in ITU-T Rec. P.800 [62]. At this point, it is important to note that the minimum score, given by P.863 algorithm, is the MOS of 1.0.

V. RESULTS

This section presents the results and characteristics of the learning model topology of the Tree-CNN used in this work and the performance evaluation of the proposed speech quality classifier.

A. Learning Model Topology of the Tree-CNN

The model used in this work was the hierarchical with multiple CNNs because this topology presented best results than just a single CNN acting as a root node with multiple leaf nodes. A new task is defined as learning to identify the speech quality belonging to new classes. There is a root node of our model with a small sample of speech quality from the new training set as input to this node.

A dimensional matrix is obtained from the output layer with the number of children of the root node. The Softmax likelihood was used in the topology.
It can be observed from Table II and Table III that the proposed Tree-CNN model largely overcomes the ITU-T P.563. It is important to note that P.563 algorithm was not tested in wireless context and it is recommended for NB networks.

In addition, in order to compare the proposed model based on Tree-CNN with another speech quality metric, the solution introduced in [21] was used because it is available and get reliable results. There are other solutions that were not considered because they are parametric models or algorithms are not available [63]–[67].

Table IV presents the results reached by our model and the solution presented in [21], in the scenarios in which the AMR-WB codec was used.

Table V presents the results reached by our model and the solution presented in [21], in the scenarios in which the EVS codec was used.
From Table IV and Table V, it is worth to note that [21] was not trained with the same network impairments that our proposed model, and this fact could have influenced in its performance results. Finally, subjective tests were performed in a controlled environment with 31 volunteers, in which 12 were women and 19 were men, aged between 17 and 43 years. Each assessor reported having no experience in speech quality testing in general. The evaluations time were carried out during 5 weeks. Each volunteer analyzed at least 20 sample files using a 5-point quality scale. The experimental results showed that the proposal model using the Tree-CNN reached an accuracy of 93.8%.

VI. CONCLUSION

In wireless scenarios, is common that many types of degradations occur in the communication system, as a consequence, the speech quality is affected and it must be measured. We used a database of impaired speech samples caused by Doppler shift, SNR, and PLR, trying to cover wired and wireless network degradation. In this work, a simulator was built, considering, the AMR-WB and EVS speech codec, using different modulation schemes, and different wired and wireless channel impairment conditions. The results present the high relation between the network degradation and the speech perceptual quality. Different machine learning algorithms were tested, including the DRBM algorithm that was used in a previous work [26], and the Tree-CNN algorithm obtained the highest accuracy results. Most relevant, experimental results demonstrated that Tree-CNN achieved significant reduction of training time in all scenarios including both AMR-WB and EVS codec that is very important for speech quality metrics. Based on these results the proposed speech quality classifier is built using the Tree-CNN algorithm for classifying speech quality samples. In the performance validation tests, results showed that our proposed classifier model with the Tree-CNN was more efficient than the P.563 and VisQOL algorithms, in all tested scenarios. Furthermore, the validation results obtained by subjective tests indicated that the proposed model reached a classification accuracy of 93.80%.
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