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Abstract

An artificial neural network (ANN) approach is proposed to the problem of estimating the propeller 
torques of a frigate using combined diesel, electric and gas (CODLAG) propulsion system. The authors 
use a multilayer perceptron (MLP) feed-forward ANN trained with data from a dataset which describes 
the decay state coefficients as outputs and system parameters as inputs – with a goal of determining the 
propeller torques, removing the decay state coefficients and using the torque values of the starboard and 
port propellers as outputs. A total of 53760 ANNs are trained – 26880 for each of the propellers, with 
a total 8960 parameter combinations. The results are evaluated using mean absolute error (MAE) and 
coefficient of determination (R2). Best results for the starboard propeller are MAE of 2.68 [Nm], and 
MAE of 2.58 [Nm] for the port propeller with following ANN configurations respectively: 2 hidden 
layers with 32 neurons and identity activation and 3 hidden layers with 16, 32 and 16 neurons and 
identity activation function. Both configurations achieve R2 value higher than 0.99.

Keywords: artificial neural network, machine learning, CODLAG, propeller torque estimation, 
propulsion systems
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1. Introduction

Propeller torque has a great effect on the thrust produced by the frigates’ propulsion 
system. Propeller torque can also affect fuel consumption, operating safety and 
reliability. This paper attempts to determine the torque values of starboard and port 
propellers of a frigate. With this goal in mind, the authors propose the use of a MLP 
ANN, trained using the data contained in the “Condition Based Maintenance of Naval 
Propulsion Plants Data Set” [1]. This dataset was designed to estimate the need for 
maintenance based on the frigate CODLAG propulsion system condition; but it contains 
many measured parameter values. Previous work has shown that methods such as 
machine learning [2, 3] and evolutionary computing algorithms [4] can be used to a 
great effect in maritime applications, such as optimization of labyrinth seal leakage 
[5], marine propulsion systems [6 - 8] and operation dynamics [9 - 12] as well as other 
fields such as medicine [13, 14], energetics [15] and robotics [16]. As opposed to the 
use of the planned output (decay coefficients), two of the planned input parameters are 
used for the output – starboard and port propeller torque. 

1.1. Research questions

Through research performed in this paper authors want to answer the following 
questions: 
•	 can torque value of the frigate propellers be estimated from the dataset collected 

for the purpose of decay coefficient measurement and determination and
•	 can the same ANN architecture be used for both port and starboard propellers 

torque, due to similarities in used inputs and configuration?

1.2. State of the Art

Tan et al. (2019) show the use of a single class support vector machine to assess 
the need for the maintenance based on condition of CODLAG propulsion system. Their 
research demonstrates the ability to use a machine learning algorithm to determine the 
need for maintenance of such a system [17]. Lorencin et al. (2019) attempt to determine 
the decay coefficients of the CODLAG propulsion system in the same manner using a 
MLP. This approach shows a high regression quality with lowest mean relative error 
achieved being 1.094 % [18]. Li et al. (2019) demonstrate the use of the MLP ANN to 
estimate the real fuel consumption rate of a light-duty vehicle; through the use of data 
containing external environmental factors, the manipulation of vehicle companies, and 
the drivers’ driving habits. After training the MLP with 2,424,379 samples satisfactory 
results are shown, but authors conclude the difference between real world and modeled 
data exists [19]. Fang et al. (2019) show the use of Convolutional Neural Networks 
and Generative Adversarial Networks, along with deconvolution, with the goal of fuel 
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consumption prediction. Authors conclude that by using their proposed FuelNet ANN 
fuel consumption can be reduced by up to 12.8% [20]. Do et al. (2020) demonstrate 
the use of heuristic algorithms such as cuckoo search, gravitational search algorithm, 
particle swarm optimization and genetic algorithm to adjust parameters of an ANN with 
the goal of predicting performance and exhaust emissions of a diesel engine. Authors 
found that ANNs with parameters optimized using the above heuristic algorithms 
provide satisfactory models for the estimation of performance and exhaust emissions 
[21].

2. Methodology

In this chapter, the methodology of the research is presented. First, the dataset 
used in research is described, followed by the description of MLP ANN, and model 
evaluation used in the paper.

2.1. Dataset Description

Dataset consists of 16 attributes, along with 2 decay coefficient values intended by 
authors to be used as output. It describes the simulated data of a CODLAG propulsion 
plant, schematic of which is shown in Figure 1 [1, 22]. Dataset contains 11934 instances.

While originally intended for the use of regressive machine learning techniques to 
predict the values of decay coefficients, and as such determine the need of maintenance 
based on the condition of the naval propulsion plant in this paper the same dataset is 
used for a different task. The compressor and turbine decay coefficients are removed 
from the dataset, and in their stead port and starboard propeller torques are used as 
outputs, with the remaining 14 measured parameters being used as inputs. These 
parameters, along with their symbols, value ranges and units are shown in Table 1.
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Figure 1: Schematic of CODLAG propulsion system. 
(D - diesel engine; G - electric generator; M – electric motor; 

GT – gas turbine; B – gearbox; C – clutch; P – frigate propeller) [1]

Table 1: List of dataset parameters, with each parameters symbol, value range and 
unit listed; split into parameters used as input and output to the ANN.

Parameter Range Unit
Lever position 1.138 - 9.3 -
Ship speed 3 - 27 kn
LP turbine shaft torque 253.547 - 72784.872 kNm
LP turbine rate of revolutions 1307.675 - 3560.741 rpm
Gas generator rate of revolutions 6589.002 - 9797.103 rpm
HP turbine exit temperature 442.364 - 1115.797 K
GT compressor inlet air temperature 288 K
GT compressor outlet air temperature 540.442 - 789.094 K
HP turbine exit pressure 1.093 - 4.56 bar
GT compressor inlet air pressure 0.998 bar
GT compressor outlet air pressure 5.828 - 23.14 bar
LP turbine exit pressure 1.019 - 1.052 bar
Combustion chamber injection control 0 - 92.556 %
Fuel Flow 0.068 - 1.832 kg/s
Starboard propeller torque 5.304 – 645.249 kNm
Port propeller torque 5.304 – 645.249 kNm

The dataset used in this research is freely available and published online.
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2.2. MLP

MLP is a fully connected feed-forward ANN, which consists of neurons arranged 
in multiple layers – one input, one output and one or more hidden layers. Output layer 
consists of a single neuron, value of which is the regressed output value of the ANN. 
Input layer consists of the number of neurons equaling the number of input parameters 
of the ANN (in the given case 14). The number of hidden layers and number of neurons 
they consist of is one of the most important factors determining the quality of the model 
described within the ANN. Each neuron in the preceding layer is connected to all the 
neurons of the hidden layer. Value of neurons in the input layer equals the values of 
input parameters, while the neuron values of hidden and output layer are calculated as 
the activated weighted sum of inputs of neurons from the previous layer connected to 
the given neuron [23, 24]:

	 	 (1)

Where  represents the kth vector of input values, consisting 

of individual values ; , is the vector of connection weights, 

consisting of individual connection weights , and  represents the activation 

function of the given neuron. Connection weights  are assigned to each output value 
of a neuron from a preceding layer. To achieve a quality model these values, need to be 
adjusted. The adjustment is made in the so-called “training” stage. First, a larger part of 
the input dataset – in the research presented in this paper case 75% (8,950) data points 
are separated into a training set. The remaining 25% (2,984) are placed into the testing 
set, to be used in the later stage [25]. For each of the data points in the training set, two 
steps are executed – forward propagation and backwards propagation. First, the weights 
of the ANN connections are randomized, and a vector of inputs consisting a single data 
point is used as the input value of the neural network. These values are propagated 
forward through the ANN, until the output neuron is reached, where output value is 
calculated. This is the predicted value of the ANN ŷk. This value is then compared to 
the real value yk. The square of differences is defined as the cost function of the ANN, 
with m being the total number of data points used so far in the training [26]:

	 	
(2)

The value J(Θ) is called the cost function, and we want to minimize it towards  
0 (J(Θ)→0)). To achieve this the gradient of the weights is calculated according to [27]:

	 	
(3)
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Use of the gradient allows as to adjust the speed of the change. If value of cost 
function is close to zero the weights will not get adjusted as fast as they would be if 
the cost function value was large. To update the weights algorithms called solvers are 
utilized. While the way of weight updating differs from solver to solver the basic way 
of updating weights is given by [27]:

	 	
(4)

where the value α represents the learning rate of the ANN – this parameter allows 
fine-tuning of the convergence speed of the ANN. With parameter α set too high the 
ANN will diverge, and with the value set too low the ANN will converge too slowly 
for practical purposes. Parameter α is one of the hyperparameters of the ANN, which 
are presented more closely in the following section.

Once the training stage is completed, the testing stage begins. In the testing stage 
the data points of the testing set are propagated forward through the ANN, but no 
backward propagation is used – meaning the weights are not adjusted. This stage serves 
to evaluate the ANN output value ŷk with the real values, to determine the quality of 
the achieved model. Techniques used to evaluate model in the presented research are 
given in the section 2.2.2. Model Evaluation.

2.2.1. Hyperparameters

Hyperparameters are values that describe the architecture of the ANN used for 
modeling the regression task. One of the most important parameters are the hidden 
layers [28]. Hidden layers are defined through the tuple which describes the number 
of neurons in each layer. Number of layers is equal to the number of integers in the 
tuple, while each of the integers describes the number of neurons in the given layer. 
The next hyperparameter that is defined is the activation function. Activation function 
is a mathematical function that maps the input values to the neuron (weighted sum 
of inputs) to the neurons output. They can be defined to map the input of the neuron 
to a known range of values, such as sigmoid or Tanh activation functions, eliminate 
unwanted values such as Rectified Linear Unit (ReLU) or transform the input value 
directly, as is the case with identity activation function [29]. Functions and ranges of 
the activation functions used in presented research are given in Table 2.
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Table 2: Activation functions used in this paper, along with their equations and ranges 
of equations the input is mapped to when using the given activation function.

Activation Function Equation Range

Identity

Sigmoid

Tanh

ReLU

The following hyperparameter that needs to be defined is the learning rate . As 
mentioned previously, this value defines the speed at which the weights are updated 
[30]. If this value is too large, the weight adjustment will not be capable of finding the 
point at which the cost function equals zero, but if set to a value that is too low the ANN 
will not be capable of converging within a viable execution time [31]. The adjustment 
of the learning rate through the training is also one of the used hyperparameters. It can 
be set to be constant for which the value of learning rate does not change through the 
execution, adaptive for which the value of learning rate adjusts itself depending on the 
current value of the cost function, and inverse scaling which lowers the learning rate 
as the training elapses, to avoid problems with divergence once the weights reach the 
values for which the cost function is near zero [32]. After these values the regularization 
parameter L2 needs to be set. Regularization is a technique in which automatically 
lowers the weights which are significantly higher than others. The larger values of L2 
parameter have a greater effect at lowering the higher weights [33]. Regularization helps 
with avoiding too large of an influence of certain input parameters, but can sometimes 
have negative effects, such as eliminating the parameters which realistically have a 
large influence on the output. Finally, the solver is defined [34]. Solver is an algorithm 
which defines calculates the gradient and adjusts the weights during the training 
phase [35, 36]. Possible values of hyperparameters are shown in Table 3. In Table 3 
first column is the name of the hyperparameter, second shows the possible values the 
hyperparameter can be set to and finally, the third column “count” represents the total 
number of possible variations for each hyperparameter.

Finding the right combination of hyperparameters are important part of achieving 
a high-quality model. In the presented research the grid search algorithm is used. Grid 
search is one of the simplest algorithms for finding good hyperparameter combinations. 
It begins by defining all the possible hyperparameter combinations – in our case that is 
a total of 8960 combinations [37, 38]. Then, a separate neural network is trained and 
evaluated for each of those combinations, with the most successful ANNs stored. To 
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avoid the problem of initial, randomized, weights influencing the final models’ quality, 
multiple trainings are performed. In the work shown, six neural networks are trained for 
each hyperparameter combination – three ANNs are trained using port propeller torque 
as output; and three ANNs are trained for the starboard propeller torque modeling. This 
gives a total of 53760 ANNs trained and evaluated.

Table 3: List of Hyperparameters adjusted in the research and their possible values.

Hyperparameter Possible values of a 
hyperparameter

Count

Hidden Layers Tuple (16)
(32)
(50)
(100)
(16, 16)
(32, 32)
(16, 32, 32)
(32, 32, 32)
(16, 16, 16, 16)
(16, 32, 32, 16)
(32, 32, 32, 32)
(32, 50, 50, 32)
(100, 100, 100)
(100, 100, 100, 100)

14

Activation Function of ANN Identity
ReLU
Tanh
Logistic

4

α 0.5
0.1
0.01
0.00001

5

α change type Constant
Adaptive
Inverse Scaling

3

L2 regularization parameter 0.1
0.01
0.001
0.00001
0.0

5

Solver Adam
LBFGS

2
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2.2.2. Model Evaluation

Models are evaluated using two metrics – mean absolute error (MAE) and 
coefficient of determination (R2). If we define the real value contained in the dataset 
as Y = [y1  y2 ... yn], with each member yi being a single real output value from the 
dataset; and Ŷ = [ŷ1  ŷ2 ... ŷn] as a solution vector calculated by the ANN, with each 
member ŷi being the single output value corresponding to the set of inputs associated 
with real output value yi, then we can define MAE using [39, 40]:

	 	
(5)

R2 provides information on how well the variance is contained in the set Y (real 
results) represented by the predicted results Ŷ [41]. The closer the value is to 1, higher 
the regression quality of the evaluated model [42]. By using the previously defined 
variables R2 can be defined with [43]:

	 	

(6)

In this paper, the first evaluation is done using R2 score, in which a model needs to 
have a value of at least 0.9 to be considered for further evaluation. Then, the remaining 
models are evaluated using MAE, with those that have a lower MAE being considered 
the higher quality models.

3. Results

A total of 7200 results are collected for starboard and 7237 for port propeller which 
satisfies the condition of R2 being larger than 0.9. Distribution of results achieved are 
given in Figure 2 for R2 score, and in figure 3 for MAE. For better visibility a log scale 
is used on y-axis. It can be seen that a large number of models have a MAE value larger 
than 10, which is comparatively a weak result, but a high number of models have a 
high R2 value. The reason for this is that, while R2 analyses the variance between two 
sets of data it does not necessarily mean that a model with high R2 value will have 
similar values, just that the both sets of data follow a similar trend [40, 42]. This is why, 
although smaller error and high R2 score have a certain degree of correlation, R2 has 
to be used in conjunction with an error measurement, especially when high number of 
quality models are generated such as was the case in this research [41].
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Figure 2: Histogram showing distribution of R2 values, for collected solutions. On 
the x-axis bins of R2 values are shown, and the number of solutions in each bin is 

shown on y-axis (logarithmical scale).

Figure 3: Histogram showing distribution of MAE values, for collected solutions. 
On the x-axis bins of MAE values are shown, and the number of solutions in each 

bin is shown on y-axis (logarithmical scale).

The best result achieved for port propeller torque has R2 value of 0.9999, MAE 
0.00257737 [kNm], which – when equals 0.00040275 % of the total range of the output 
torque parameter. Best result achieved for the starboard propeller torque has R2 value 
of 0.9999, MAE 0.00268098 [kNm], which – when equals 0.00041894 % of the total 
range of the output torque parameter. These results are presented in Table 4.
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Table 4: Regression scores and hyperparameters of ANNs that achieved the best scores 
for port and starboard propeller torque values.

Output R2 MAE 
[kNm] MAE [%] Hidden 

Layers
Activation 
Function Solver α α 

adjustment L2

Port 
Propeller 
Torque

0.9999 0.00257737 0.00040275 (32, 
32) Identity lbfgs 1x10-5 Constant 0.1

Starboard 
Propeller 
Torque

0.9999 0.00268098 0.00041894
(16,
32,
16)

Identity lbfgs 1x10-1 Adaptive 0.01

To answer the question of what the result of the same ANN would be being 
applied to the regression modeling of the opposite propellers torques, we can look at 
the results of ANNs with same architectures, but for the opposite propeller torque. Best 
results presented by the same architecture as the best – but for the opposite propeller 
are shown in Table 5.

Table 5: Best scores of models for the starboard and port propeller torques using the 
best model for regressing the opposite (port architecture shown in Table 4 applied on 
starboard propeller torque output, and vice-versa) model torque

Output R2 MAE [kNm] MAE [%]

Starboard propeller torque 0.9999 0.17495312 0.02733877

Port propeller torque 0.9999 0.01873803 0.00292807

4. Conclusion

Results show that it is possible to achieve a successful regression using ANN on 
both the models for starboard and port propeller torque values. Both models achieve 
extremely low errors, with MAE below 3 [Nm]. When considering the possible range 
of torque values, which is approximately 640 [kNm] as shown in Table 1 the error 
achieved is below 0.001 [%] of the total possible range. Regression quality of models 
is high, as evidenced by high R2 scores. This points towards the possibility of using 
ANN modeling in predictions of various frigate propulsion system values. In this way 
values which are complex to calculate and predict can be determined using measured 
data and well-trained AI systems. Tests performed on the application of models of 
opposite propellers show the possibility of use of models created for one propeller 
on the other, with minor loss in accuracy. This research demonstrates the possibility 
of creating regression models of values which were originally intended to be input 
parameters. In practical terms this means that any dataset collected can be used not only 
for regressing the originally measured output, but input parameters as well. This implies 
a wider usage of existing datasets and datasets which will be collected in the future.
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