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Abstract: In modern smart factories, quality estimation is vital for maximum productivity. However, quality estimation by definition relies on an imbalanced dataset, as most 
smart factories are highly efficient. In this research, we propose a guided quality estimation system that can recognize faulty data among a highly imbalanced production 
dataset. We also propose a customized LSTM model that is trained to ensure high accuracy in the quality estimation system. This is achieved by our proposed batch-wise 
balanced training method. Moreover, traditional means of evaluation for this type of method are not suitable, again due to the highly imbalanced nature of the dataset. Thus, 
a proper evaluation metric is also discussed. The proposed customized LSTM model with custom batch-wise SMOTE + ENN achieved 99.9% accuracy with an f1 score of 
95%. This new proposed method for the imbalanced smart factory quality estimation will improve drastically and give pathway to more improved quality. Finally, we discuss 
practical implementation for the edge server consisting of the proposed guided production estimation system and real-time visualization. Feasibility analysis of this virtual 
environment-based application of the proposed framework ensured low computational overhead and faster processing. 
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1 INTRODUCTION 
 

Smart factories represent a new, technology-driven 
approach that utilizes internet-connected machinery to 
monitor and estimate production-based forecasting [1]. 
Rapid network development and the growth of modern 
edge-based solutions for faster computing have given rise 
to a new generation of smart factories. Most of the newest 
factories or production houses, also known as smart 
factories, have gradually shifted into fully cloud-based 
solutions to achieve full automation in production. This 
type of automation is done by incorporating IoT (Internet 
of Things)-based devices into the internal production itself. 
IoT devices grant the ability to expand smart factory 
production related computation to transfer over the edge 
and in open remote environments. Mohammadi et al. [2] 
estimated that the total market share of smart factory 
related applications will surpass $2.7 trillion by 2021. This 
rise of smart factories will eventually require a great deal 
of modern prediction and monitoring-related support to 
ensure optimal production values. 

A smart factory can analyse patterns in the data and 
verify steps in those processes. This is commonly referred 
to as a smart factory-based Quality Estimation System 
(QES). Human quality checking is prone to error and 
biases, and can sometimes fail due to simple negligence. In 
a high-precision production line, such as that used to 
produce semiconductors or automobile/airplane parts, 
these IoT-based smart factory QESs can go far in 
maximizing production. Also, this machine-driven system 
usually works thousands to millions of times faster than 
their human counterparts, resulting in a faster production 
timeline. Quality estimation or production quality 
estimation is not new. Essentially, QES involves 
measurement of various production-related and 
environmental conditions to produce statistical predictions. 
Historically, this was accomplished with a statistical 
quality control process [3], in which process control data is 
used to determine a statistical range based on the 
probability distribution of the data and the samples 
collected. However, the idea of using deep learning to 
estimate this process has not been extensively researched 
or explored. 

There is, however, much research on data load 
distribution and QoS (Quality of Service) prediction [4]. 
The usage of cloud-based deep learning prediction for 
intelligent prediction and monitoring in modern smart 
factories has not been properly researched [5]. The main 
drawback to neural network-based monitoring and 
anomaly prediction is the huge computational overhead, 
which is not always possible to provide in a remote factory 
setting. This shortcoming of traditional approaches 
encourages the development of newer algorithms and 
frameworks, in particular, cloud-based platforms that 
enable deep learning [6]. Such systems process data in real 
time and give predictions based on the results [7]. A 
standard cloud-based virtual platform with the support of 
edge-based server-driven computational load balancing 
can be used to create a neural network for real-time 
prediction of production data, which can be monumental 
for smart factory-based applications. Smart factory-based 
production has seen very little improvement in the current 
research landscape. The main drawback of this approach is 
the lack of a framework that combines a virtual platform 
with edge-based servers and deploys this system in the 
field as a fast, high-quality prediction system. 

To address the limitations and problems that currently 
exist in smart factory-based production quality estimation 
and monitoring systems, we proposed a new ensemble 
model that combines multiple deep learning models and 
training strategies to create a new kind of production 
quality estimation system. Our proposed model both 
collects sensor data from the factory in real-time and 
processes this data. Later, we propose various deep 
learning models that enable quality estimation for the final 
factory products. We also introduce an edge server-based 
application and micro-services on a virtual platform in the 
mobile edge for faster response. 
 
2 RELATED WORKS 
 

Use of the QES program for factories is not a new 
concept. Numerous systems have been used for factory 
production quality control. Some legacy programs rely 
heavily on traditional statistical methods. In the Fourth 
Industrial Revolution, the widespread use of computing 
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power enables data processing on a much larger scale than 
before. Also, real-time visualization and neural network-
based prediction is a very recent convergent technology. 
This topic has not seen much in-depth research [8]. 
However, there has been some recent research on neural 
network-based production monitoring and intelligent 
prediction [1]. In the 1950s, Nathanial Rochester of IBM 
Research Labs led the first attempt to model a neural 
network [9]. But the research algorithms that lacked multi-
layered perceptrons, which were the precursors of modern 
neural networks, could not achieve the necessary training 
and accuracy. A back-propagation algorithm developed in 
1989 was used to train neural networks and gave rise to the 
new generation of neural networks [10]. On the other side, 
cloud computing and virtual platform-based edge 
computing technology has been quite thoroughly 
researched [11]. IoT-based applications equipped with 
deep learning capabilities have been researched as means 
of improving service quality and resource optimization 
[12]. 

Guided quality estimation systems (QESs) have not 
yet been thoroughly studied for development of highly 
effective frameworks. Relevant data processing techniques 
and methods of tackling imbalanced datasets to ensure 
proper training have not been addressed in any current 
research [13]. By utilizing research on malicious detection 
with a custom data-rebalancing scheme, a new type of 
guided production system can be derived that addresses 
these problems in smart factory-based production quality 
estimation and monitoring systems. We propose a new 
ensemble model that combines multiple deep learning 
models and training strategies into a new kind of 
production quality estimation system. Our proposed model 
is a combination system that collects sensor data from the 
factory in real-time and processes this data to obtain pre-
processed data. Then we propose various deep learning 
models to obtain the final production quality estimation. 
We also introduce an edge server-based application and 
micro-services that rely on a virtual platform for faster 
response times. 
 
3 PROPOSED METHOD 
 

The proposed system can be divided into three main 
parts. The first two steps are data collection and processing. 
As data collected in a factory mostly consists of categorical 
quality reports, most of the time the data needs to be 
processed into a distinctive categorical dataset. So, the final 
part of the model involves detection of the given data 
inputs in real time. Fig. 1 shows the whole system in a basic 
block diagram. The deep learning system reads the data and 
predicts the output; the data is then reviewed to detect 
potential quality control problems in real time. The data is 
then pre-processed for both the balancing technique and the 
final online detection scheme. The second part of the 
system entails customized data balancing via machine 
learning. The model is then tweaked according to the 
performance evaluation. Finally, real-time data is fed into 
the online-based application and the program detects faulty 
data in real time. The basics premise of the common QES 
algorithm is rather simple. The previous estimation 
methods can be expressed with some simplified equations. 

 
Figure 1 Proposed System Block Diagram 

 
If there are x1, x2, x3, …, xn observed production-related 

elements and the final quality estimation is Qes, we can 
express the relationship between these entities as: 
 

1 1 2 2+ , ...,es n nQ w x w x w x                                              (1) 

 
here, w1, w2, w3, …, wn are the weight factors or coefficients 
for each judge/quality checker value. Now, if we assume 
that Qes is a non-linear estimate which can be calculated 
based on a threshold value of any non-linear function, we 
can rewrite the whole equation as follows: 
 

 1 1 2 2+ , ...,es n nQ f w x w x w x                                   (2) 

 
where y = f(x) is the activation function. This linear 
function can be used to predict the proper estimation base 
on the error minimization of the data fitting. Previous 
works on QES relied heavily on the statistical estimation 
process for each input and gave the weights based on 
calculations that had previously been done by sampling. 
However, in our proposed system, this output is given by 
the combined hybrid DNN and LSTM together with the 
weighted average of their perspective training time 
accuracy and, finally, the softmax function for the final 
result. DNN and LSTM each have particular advantages 
over different kinds of algorithms; many researchers have 
reported improved results with this kind of hybrid 
ensemble [14]. The combination of RNN and LSTM has 
shown superior performance compared to benchmark 
neural network ensembles [15]. Given our research and 
previous literature reviews, a hybrid model that combines 
both LSTM with DNN is proposed for the hybrid neural 
network. A recurrent neural network (RNN) is a sequence 
based learning algorithm. Repetitive structures or recurrent 
input or data flows classify a network as a recurrent 
structure. RNNs are designed to process information in 
sequence. In a typical neural network, all inputs and 
outputs are considered to be independent of each other, but 
that assumption does not always hold true. RNN gives 
special advantages in processing data with chronological 
patterns. An RNN has a "memory" which stores details 
about what has been measured up to the present point in 
time. In theory, RNNs can underline series data with 
indefinitely long sequences. But in practice, they are 
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limited to looking back over only a few steps [16]. Long 
short-term memory (LSTM) is a special kind of RNN [17] 
that was first proposed by Hochreiter et al. [18]. LSTM is 
a specialized type of RNN with a memory cell, making it 
capable of learning from very long sequences [19]. The 
equations below describe how a layer of memory cells is 
updated at every time step t, where xt is the input to the 
memory cell layer at time t; Wi, Wf, Wc, Wo, Ui, Uf, Uc, Uo 
and Vo are weight matrices; bi, bf, bc and bo are bias vectors; 

It is the input gate; and tC  is a candidate value for the state 

of the memory cells. 
 

 1+ t c t c t iI W x U bh                                                (3) 

 

 1+ t cc t c tC tanh W x U  h b                                          (4) 

 
Now, forget gate activation ft at time t will be: 

 

 1+ f t i tt ff W x U bh                                               (5) 

 
So, the Ct memory cells in the new state at time t will 

be: 
 

1t t t i tC I C f C                                                                       (6) 

 
Followed by the new outputs ot and ht: 

 

 1+ o t o t o ti ohO W x U V C b                                   (7) 

 

 t t th O t Canh                                                                  (8) 

 
By design, LSTM does not have the vanishing or 

exploding gradient problems [20]. LSTM is also difficult 
as it requires more computation to complete one training 
loop than a general DNN. However, use of proper weight 
initialization with a suitable activation function is effective 
at creating a faster LSTM [21]. 
 

 
Figure 2 Proposed Hybrid Network 

 
The proposed neural network combines DNN and 

LSTM into a single architecture that makes use of the 
advantages of both models. The proposed neural network 
has not been designed to be too deep or to have too many 
hidden layers, as the dataset it uses has comparatively few 
dimensions. The production quality cycle data used in this 

study has 16 features, as described in detail in later 
sections. So, the proposed model has those 16 features as 
input, and the output LSTM node of the first consecutive 
layer has 20 nodes with 1 step time sequencing return. This 
LSTM then works as the input of the next layer, which 
consists of 15LSTM node layers that goes to the first fully 
connected dense general network layer with10 nodes. A 
prior study suggested that neural network-based binary 
classification gives better results if the output classification 
is trained as a two-class classification. This is due to easy 
separation of the data dimensions [22]. The proposed 
neural network follows the same general principle, in that 
it gives 2-node output with softmax activation. The fully 
connected layers used in this neural network had Relu 
activation [23]. The main addition in this ensemble is the 
introduction of batch normalization [24] to reduce over-
fitting and convergence of data during training. A 
simplified block diagram of the network is shown in Fig. 
2. Adjustment of the hyper-parameters for the learning 
model also includes selection according to the experience 
of a few primary hyper-parameters, the designation of 
candidate values, and then several parallel experiments to 
determine the values that lead to a good result. The results 
are always very significant. Hyper-parameter optimization 
is critical for deep learning. So, for this ensemble, we 
selected the hyper-parameters based on a small sub-data set 
with limited iteration to identify the most effective hybrid 
DNN parameters. Tab. 1 describes the process of algorithm 
hyper-parameter selection based on grid searching. 

The output of the proposed method is slightly different 
from the general regression of the activation-based model. 
Because of the highly imbalanced nature of the dataset, a 
new approach to output prediction was taken. The LSTM 
module transfers the data into a classical fully connected 
layer or a dense branch. These layers detect or classify the 
class or label, and the final output layer has two nodes that 
give a soft max-based output of the given input. The 
detailed layer-wise implemented model is shown in Tab. 2. 
 

Table 1 Algorithm Hyper-parameter Selection Based on Batch Data by Grid 
Searching 

Hyper-Parameters 
Considered 

Values 
Adopted 
Values 

LSTM Nodes 20, 15, 10 20 

LSTM Activation 
tanh, sigmoid, 

Relu 
Sigmoid 

Batch Normalization Momentum 0.75, 0.80, 0.99 0.99 

Batch Normalization Epsilon 
0.01, 0.001, 

0.0001 
0.001 

Fully Connected Layer Node 
Number 

5,10,15 10 

Fully Connected Layer Activation 
tanh, sigmoid, 

Relu 
Relu 

 
The main dataset on production quality control in the 

automotive industry, which is a large database, consists of 
20 separate columns with multiple data types and 10382 
rows of data. The main column and the data types are 
shown below. The whole model for the raw data contains 
20 distinct columns, and some of the data has missing 
values. These data are then transferred into the new 
clearing and processing model. Not all data points in this 
database have the same degree of importance for model 
learning and processing. So, some hand picking was done 
to reduce the amount of insignificant data. After the 
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selection of relevant data, 16 columns were selected that 
have the most significant values and contain data that is 
important to show and display. After determining the 16 
columns for the main display and learning process, the 
values in the16 columns were called, extracted and saved. 
 

Table 2 Proposed Neural Network Configuration 
Layer Style Nodes in Layer Comment 
Data-Input 16 Input Features 
LSTM 20 Input Layer 
LSTM 15 Hidden Layer 
Dense-Layer 10 Hidden Layer 
Dense-Layer 2 Output Layer 

 
Tab. 3 shows the dataset in columns. All of the data are 

categorical except for the SAMPLE_COUNT, MIN, 
MAX, INSP_CYCLE and all VALUES. The data were 
transformed into numerical key pair values and transferred 
for pre-processing. Here, JUDGE_CODE is the final 
output of the quality pass report. In this example, we have 
10342 instances, of which only 40 instances are faulty. Fig. 
4 shows the feature-wise histogram of the data. The dataset 
is very diverse, with each feature having a relatively wide 
scale of values. For this reason, the dataset is scaled to 
normalize the input. The scaled dataset is easier for a 
machine learning model to process. Feature scaling was 
done by standardization. It was done in a column-wise 
manner, as whole-matrix scaling often destroys feature 
divergence. As the data are highly inconsistent and broad 
ranging, as seen in Fig. 3, it is important to normalize the 
data across all columns or data feature spans. 
 

Table 3 Data Column Name and Index 
Column Index Column Name 

0 QMSINDEX 
1 SAMPLECOUNT 
2 INSPMETHOD 
3 INSPCYCLE 
4 MIN 
5 MAX 
6 VALUE01 
7 JUDGE01 
8 VALUE02 
9 JUDGE02 
10 VALUE03 
11 JUDGE03 
12 VALUE04 
13 JUDGE04 
14 VALUE05 
15 JUDGE05 
16 JUDGECODE 

 
Imbalanced groups are a common problem in machine 

learning classification where the classes have unequal 
numbers of observations. The solution to this underlying 
problem is to re-balance the dataset for proper training. The 
most famous and frequently used technique is the over- and 
under-sampling technique. This attempts to rebalance the 
ratios in an imbalanced dataset of different classes. Natural 
under-sampling eliminates a percentage of majority cases 
based on the number of minority instances. In an extremely 
imbalanced dataset, certain important trends may be 
discarded behind the majority of instances. Furthermore, 
the decrease in the total number of cases in the undersized 
training dataset may limit the recognition capability of the 
algorithm. In contrast, some randomly selected minority 
instances replicate over-sampling, which is prone to over-

fitting. These make the general balancing techniques 
impractical for our proposed ensemble. SMOTE was 
proposed to improve over-sampling at random. It utilizes 
approximation to create new synthetic cases based on the 
spatial distribution of existing minority instances [25]. 
 

 
Figure 3 Batch-wise SMOTE+ENN Re-sampling Algorithm 

 
This algorithm first takes a minority instance x0 and 

makes a list of its k-nearest minority neighbours. The new 
function values can then be determined from the original 
and its minority neighbours. SMOTE has shown lasting 
effectiveness in many different applications, but it is 
associated with certain cluster initialization problem since 
it creates new minority instances based on a plurality of the 
preceding instances. Wilson's ENN rule is a simple yet 
effective technique that gives re-saliency to label balancing 
[26]. According to ENN, for each artificial instance, its 
three nearest neighbours can be found. An instance to 
which more than two neighbours belong is marked as the 
predicted class instance. If the predicted class contradicts 
an instance's actual class, it should be removed. This 
creates boundaries for SMOTE data generation and ensures 
a robust dataset that enables ensemble learning. The newly 
proposed batch-wise SMOTE+ENN method works as 
described in Algorithm 1. Batch-wise data is generated 
randomly from the training dataset. The data is then cycled 
through the hybrid ensemble to learn the underline patterns 
to classify the different labels. A comparison of the original 
dataset labels with the dataset labels after application of 
SMOTE and ENN can be seen in Fig. 3, below.  
 

 
Figure 4 Comparison of the original dataset vs. the dataset after application of 
proposed SMOTE+ENN method (orange, good products; blue, faulty products) 

 
An edge server-based application is essentially a quick 

compartmentalized program that is effective in terms of 
both memory and computation and has the versatility to 
deploy without a significant degree of reprocessing or 
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preparation. It also has the ability to scale up as required. 
This scaling up and load balancing can be achieved by the 
virtual environment. Nowadays, a virtual environment-
based module is a common application-based service 
deployment medium. A virtual machine (VM)-based 
server is not bound to traditional hardware limitations and 
backward compatibility. Most traditional programming 
languages do not allow for development of this type of 
application for cloud-based micro-services. On the other 
hand, Python programming allows for creation of virtual 
environments and cloning of those environments with 
relative ease. As a result, developing our proposed 
algorithm in a Python-based application opened the 
doorway to development of machine learning services and 
deployment in a smart factory-based edge micro services 
system. Fig. 4 shows the multiple creations that arose from 
single hardware instances in a remote edge where multiple 
VMs provided separate micro-services. 
 

 
Figure 5 Creation of Multiple Virtual Machines (VM) in a Single Server. 

 
A cloud-based virtual platform for real-time product 

monitoring and prediction is crucial for automation of 
modern entities. The edge-based servers and cloud plat-
form enable low latency and high performance in the real-
time environmental status monitoring system. This cloud-
based module uses the open-source OpenStack framework. 
This virtual platform, which is created on the server site for 
multiple instances, gives the program a great deal of 
flexibility. The data processed and guided application 
database development in and Python-based program is 
durable and future-proof in a sense that for future review 
in the cloud platform based on OpenStack [27] cloud 
computing instances, it can be easily modified and auto 
scaled. This enables the whole model to be deployed in the 
virtual platform-based module Docker [28] and 
compartmentalized to achieve a proper edge-based servers-
based application for factory environments. To facilitate 
such a scenario, this study proposes a layered architecture 
with a VM, as shown in Fig. 5, below. 

The proposed application has 4 layers, which were 
created by partial virtualization and physical methods. The 
bottom layer contains the core data and factory production 
information; that information is then fed to the Edge layer, 
which consists of the Edge processor. This data pre-
processing program was developed according to the 
standard set in data pre-processing research. These 
modules are open stack-based Docker containers that have 
Python scripts running in the virtual environment. These 
programs are run and trained on the Edge layer, and the 
learned model and weight with the final processed data 
frame are saved in the cloud layer. The information can 

then be used for future prediction and production 
visualization. The outermost layer is a virtual layer that can 
be used to improve predictive analysis and production 
quality estimation. 
 

 
Figure 6 Virtual Environment-Based Multi-layered Quality Estimation System 

Equipped Smart Factory Architecture. 
 
4 RESULTS 
 

Throughout this paper, the virtual framework used to 
simulate the proposed process in a smart factory edge-
based environment has been thoroughly explained for 
reproduction. A Python-based virtual environment 
(Anaconda) creator was used to develop the neural network 
module. A Python-based Keras [29] with a Tensor flow 
backend library were then used for neural network design. 
A dadelta optimization and a categorical cross entropy loss 
function were chosen to maximize accuracy. The batch size 
for the neural network was 200, and it was trained on 300 
epochs or iterations. The main addition in this ensemble is 
the introduction of batch normalization [24] to reduce over-
fitting and convergence of data during training. 
 

 
Figure 7 ROC Curve Analysis for Quantifying Performance Evaluation 

 
In this section, the efficacy of the suggested hybrid 

ensemble is tested by analysing the impact on the overall 
detection efficiency of different components. Some 
recommendations for further enhancement of the proposed 
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detector's efficiency are also given based on the results. It 
is assumed that accuracy cannot adequately characterize 
the output of a machine learning model in the sense of an 
imbalanced classification [30]. This is primarily because 
both groups are treated with the same care in the precision 
calculations. Nevertheless, the performance applicable to 
malicious instances is typically greater with respect to 
guided production quality estimation detection. Since f1, 
the harmonic mean of the precision P and the recall R, can 
be used to evaluate the ensemble from the perspective of 
negative or, in this case, faulty automobile parts, it is more 
suitable as a performance indicator for guided quality 
estimation systems. TP is the number of true positives, i.e., 
the number of correctly classified faulty instances. FP is 
the number of false positives, i.e., the number of normal 
instances which are wrongfully classified as faulty ones. 
FN stands for false negatives, which is the number of faulty 
instances classified as normal ones. The properly labelled 
cases are denoted as True Negative, TN. Receiving 
operating characteristic (ROC) curves can be used to 
compare the general learning capability of different 
underlying algorithms. In Fig. 6, below, the x-axis shows 
the false positive rate (FPR) and the y-axis is the true 
positive rate (TPR) (from Eq. (9) and Eq. (10). 

The ROC curve can first be over-sampled by minority 
instances (if necessary, plurality instances) and then by 
sequential under-sampling. The optimal value of the ROC 
curve is (0, 1). This point indicates accurate classification 
of all positive and negative instances. The algorithm with 
the largest area under the curve (AUC) is often taken as 
having the best overall learning power of different learning 
algorithms. The line y = x is the spontaneous devaluation 
case. Anything important is discovered by an algorithm 
with an ROC curve that is below the diagonal from bottom 
left to the top right, as shown in Fig. 6. 
 
FPR = FP/(TN + FP)                                                           (9) 
 
TPR = TP/(TP + FN)                                                                  (10) 
 

As shown in Tab. 4, the f1 score is only 0.237 in the 
test case where no data rebalancing is done. This poor 
result is probably due to insufficient data regarding the bad 
class in the distribution, as approximately 80% of the 
malicious instances are overwhelmed by the normal class 
instances, without misclassification of a single normal 
instance. 
 

Table 4 Effects of Data Balancing in the Hybrid Ensemble 
Algorithm TP FP FN TN AC P R f1 

Baseline DNN 39 246 5 10031 0.97 0.137 0.886 0.237 
SMOTE 31 22 9 10320 0.997 0.585 0.775 0.667 
Proposed 39 3 1 10339 0.999 0.928 0.975 0.951 

 
When SMOTE variants are employed, a huge boost is 

achieved; this is demonstrated by the f1 score, which 
verifies the effectiveness of the proposed detector's data re-
balancing procedure. However, the data was still somewhat 
imbalanced, and the learning was not robust enough to use 
as a trustworthy quality estimation ensemble. Introduction 
of the proposed batch-wise SMOTE + ENN training to the 
hybrid model drastically improves the f1 score and gives 
the best results with our dataset. Notably, the accuracy of 
all methods is not severely affected. As a matter of fact, 

introduction of SMOTE improves the accuracy in 
exchange for lower recall. This effect can be explained by 
the offer-fitting of the mode. However, the difference in 
accuracy between SMOTE and our proposed method is 
virtually non-existent, but all other metrics, such as recall, 
precision and f1 score, drastically improve, further proving 
the correct evaluation selection. The indifference of the 
accuracy over learning is readily explained by the 
definition of accuracy itself. It is simply a ratio of correctly 
predicted observations to total observations. This does not 
take class difference into account, thus making it virtually 
useless in highly imbalanced binary classification 
problems. 

Modern deep learning methods are highly focused on 
error loss and accuracy improvement [31]. Training 
accuracy and loss are most often the evaluation metrics 
used for this type of typical setup. But the detailed 
experiment of our performance metrics and hybrid 
ensemble actually contradict the traditional approach. The 
data shown above prove that this type of training edge-
based server mechanism for a general neural network can 
be rendered useless in a highly imbalanced dataset. So, 
naturally, from this point forward, a connection should be 
made between the training and testing f1 based evaluation 
metric and the performance analysis to understand how the 
general neural network training process can be improved 
based on this result. Moreover, the tuning hyper-parameter 
in a neural network also relies solely on accuracy. Tuning 
based on a different metric may further improve the results. 
 
5 DISCUSSION 
 

Modern deep learning research has been focused 
solely on accuracy-based classification and regression. 
Given the growth of image-based data, size and 
computational complexity are also increasing rapidly. In 
this research, we introduced the classical QES as a deep 
learning problem. QES is traditionally focused on classical 
machine learning or statistical process control approaches. 
So, first, applying a deep learning module is easier as it 
eliminates the necessity of human intervention for each 
measurement. Secondly, it speeds up the process by 
eliminating human intervention and making computation 
faster. The later sections of the research discussed the main 
problem of this deep learning-based QES. With an 
imbalanced dataset, accuracy-based training for neural 
networks and evaluation is rendered useless, as a deep 
learning module cannot reliably detect imbalanced classes. 
On the other hand, modern QES applications are 
improving, making the proportion of faulty data smaller. 
Because of the nature of the dataset, a new method of 
training and testing needs to be developed. Our proposed 
system takes an imbalanced dataset, makes it into a 
balanced dataset, and trains the hybrid model to learn from 
the data to ensure proper detection. This model needs to be 
evaluated with non-traditional accuracy metrics. So, an 
evaluation metric was discussed and the high performance 
of the module was interpreted based on the evaluation 
criteria. This study also provides insight into the theoretical 
limits of these kinds of models. A deep learning model 
essentially learns by examining the variation in the 
features, and the proposed method achieves its accuracy by 
utilizing the dataset to generate data from samples; this can 
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sometimes generate data that has virtually the same 
features. Naturally, there is a tipping point of the model 
regarding how long this process can be used to successfully 
distinguish between different classes. Another interesting 
application for this learning is reinforcement-based 
training. Rewards based on an imbalanced dataset will 
increase the scope of learning of the neural network as 
compared to a general training strategy. This will pave the 
way for future work in reinforcement learning-based QES 
systems in future. 
 
6 CONCLUSION 
 

In the near future, cloud-based edge servers for 
predicting and monitoring resources will be in high 
demand due to the ever-growing array of smart markets 
and factories. Cloud-based real-time process management 
can be very useful for this type of system. In this research, 
we proposed a new method of collecting factory-based 
production quality data and discussed how these data can 
be applied at scale to implement machine learning 
algorithms. As the dataset was strongly imbalanced, we 
launched our novel small-batch data balancing scheme. 
Moreover, this research described a radical new deep 
learning neural network ensemble that takes production 
condition data from a smart factory and predicts production 
data, making it a truly unbiased QES system. To the best 
of our knowledge, the results and the proposed algorithm 
are novel and the system represents the most accurate 
framework for guided quality estimation that has been 
developed to date. Accuracy alone cannot adequately 
characterize the output of a machine learning model when 
applied to classification of an imbalanced dataset. The 
evaluation metrics of various models and the future work 
for this type of model may benefit greatly from our baseline 
research in this field. Finally, we discussed the 
implementation strategy and the edge service 
implementation of the proposed framework. 
 
Acknowlegments 
 

This research was supported by the MSIT (Ministry of 
Science and ICT), Korea, under the ITRC (Information 
Technology Research Centre) support program (IITP-
2020-2016-0-00314) supervised by the IITP (Institute for 
Information & Communications Technology Planning & 
Evaluation) and also supported by an Electronics and 
Telecommunications Research Institute (ETRI) grant 
funded by the ICT R&D program of MSIT/IITP (2019-0-
00260, Hyper-Connected Common Networking Service 
Research Infrastructure Testbed]. Finally, this research 
was supported by the National Research Foundation of 
Korea (NRF) funded by the MSIT (NRF-
2018R1A4A1025559)). 
 
7 REFERENCES 
 
[1] Gao, H., Xu, Y., Yin, Y., Zhang, W., Li, R., & Wang, X. 

(2019). Context-aware qos prediction with neural 
collaborative filtering for internet-of-things services. EEE 
Internet of Things Journal. 
https://doi.org/10.1109/JIOT.2019.2956827 

[2] Mohammadi, M., Al-Fuqaha, A., Sorour, S., & Guizani, M. 
(2018). Deep learning for iot big data and streaming 

analytics: A survey. IEEE Communications Surveys & 
Tutorials. https://doi.org/10.1109/COMST.2018.2844341 

[3] Chandra, M. J. (2001). Statistical quality control. CRC Press. 
https://doi.org/10.1201/9781420038675 

[4] Yin, Y., Xu, Y., Xu, W., Gao, M., Yu, L., & Pei, Y. (2017). 
Collaborative  service  selection  via  ensemble  learning  in  
mixed  mobile  network  environments. Entropy, 19(7), 358. 
https://doi.org/10.3390/e19070358 

[5] Yu, J., Li, J., Yu, Z., & Huang, Q. (2019). Multimodal 
transformer with multi-view visual representation for image 
captioning. IEEE Transactions on Circuits and Systems for 
Video Technology. 
https://doi.org/10.1109/TCSVT.2019.2947482 

[6] Wan, J., Zhang, J., Zhou, L., Wang, Y., Jiang, C., Ren, Y., & 
Wang, J. (2013). Orthrus: a light weighted block-level cloud 
storage system. Cluster computing, 16(4), 625-638. 
https://doi.org/10.1007/s10586-012-0234-7 

[7] Gao, H., Duan, Y., Shao, L., & Sun, X. (2019). 
Transformation-based processing of typed resources for 
multimedia sources in the IOT environment. Wireless 
Networks, 1-17. https://doi.org/10.1007/s11276-019-02200-6 

[8] Yin, Y., Yu, F., Xu, Y., Yu, L., & Mu, J. (2017). Network 
location-aware service recommendation with random walk 
in cyber-physical systems. Sensors, 17(9), 2059. 
https://doi.org/10.3390/s17092059 

[9] Zini, G. & d'Onofrio, G. (2003). Neural network in 
hematopoietic malignancies. Clinica chimica acta, 333(2), 
195-201. https://doi.org/10.1016/S0009-8981(03)00186-4 

[10] Hirose, Y., Yamashita, K., & Hijiya, S. (1991). Back-
propagation  algorithm  which  varies  the  number  of  hidden  
units. Neural  Networks, 4(1), 61-66. 
https://doi.org/10.1016/0893-6080(91)90032-Z 

[11] Subashini, S. & Kavitha, V. (2011). A survey on security 
issues in service delivery models of cloud computing. 
Journal of network and computer applications, 34(1), 1-11. 
https://doi.org/10.1016/j.jnca.2010.07.006 

[12] Zhang, W., Xiong, N., Yang, L. T., Jia, G., & Zhang, J. 
(2012). Bched-energy  balanced  sub-round  local  topology  
management  for  wireless  sensor  network. Journal of 
Internet Technology, 13(3), 385-394. 

[13] Gao, H., Liu, C., Li, Y., & Yang, X. (2020). V2vr:  Reliable  
hybrid-network-oriented  v2v  data  transmission  and  
routing  considering  rsus  and  connectivity probability. 
IEEE Transactions on Intelligent Transportation Systems. 
https://doi.org/10.1109/TITS.2020.2983835 

[14] Chen, J., Yang, L., Zhang, Y., Alber, M., & Chen, D. Z. 
(2016). Combining fully convolutional and recurrent neural 
networks for 3d biomedical image segmentation. Advances 
in neural information processing systems, 3036-3044. 

[15] Wang, M., Song, L., Yang, X., & Luo, C. (2016). A parallel-
fusion rnn-lstm architecture for image caption generation. 
2016 IEEE International Conference on Image Processing 
(ICIP). IEEE, 4448-4452. 

 https://doi.org/10.1109/ICIP.2016.7533201 
[16] Huang, X., Zou, Y., & Wang, Y. (2016). Cost-sensitive 

sparse linear regression for crowd counting with imbalanced 
training data. 2016 IEEE International Conference on 
Multimedia and Expo (ICME). IEEE, 1-6. 
https://doi.org/10.1109/ICME.2016.7552905 

[17] Zhu, Y., Zhang, W., Chenand, Y., & Gao, H. (2019). A novel  
approach to workload prediction using attention-based lstm 
encoder-decoder networ in cloud environment. EURASIP 
Journal on Wireless Communications and Networking, 
2019(1), 274. https://doi.org/10.1186/s13638-019-1605-z 

[18] Hochreiter, S. & Schmidhuber, J. (1997). Long short-term 
memory. Neural computation, 9(8), 1735-1780. 
https://doi.org/10.1162/neco.1997.9.8.1735 

[19] Gers, F. A., Schmidhuber, J., & Cummins, F. (2000). 
Learning to forget: Continual prediction with lstm. Neural 
computation, 12(10), 2451-2471. 



Akm ASHIQUZZAMAN et al.: Deep Learning-Guided Production Quality Estimation for Virtual Environment-Based Applications 

1814                                                                                                                                                                                                    Technical Gazette 27, 6(2020), 1807-1814 

https://doi.org/10.1162/089976600300015015 
[20] Hochreiter, S. (1998). The  vanishing  gradient  problem  

during  learning  recurrent  neural  nets  and  problem  
solutions. International  Journal  of  Uncertainty, Fuzziness 
and Knowledge-Based Systems, 6(02), 107-116.. 
https://doi.org/10.1142/S0218488598000094 

[21] Li, M., Zhang, T., Chen, Y., & Smola, A. J. (2014). Efficient  
mini-batch  training  for  stochastic  optimization. 
Proceedings  of  the  20th  ACM  SIGKDD international 
conference on Knowledge discovery and data mining, 661-
670. https://doi.org/10.1145/2623330.2623612 

[22] Kuan, K., Ravaut, M., Manek, G., Chen, H., Lin, J., Nazir, 
B., Chen, C., Howe, T. C., Zeng, Z., & Chandrasekhar, V. 
(2017). Deep learning for lung cancer detection: Tackling the 
kaggle data science bowl 2017 challenge. arXiv preprint 
arXiv: 1705.09435. 

[23] Clevert, D. A., Unterthiner, T., & Hochreiter, S. (2015). Fast  
and  accurate  deep  network  learning  by  exponential  linear  
units  (elus). arXiv  preprintarXiv:1511.07289. 

[24] Ioffe, S. & Szegedy, C. (2015). Batch normalization: 
Accelerating deep network training by reducing internal 
covariate shift. International Conference on Machine 
Learning, 448–456. 

[25] Chawla, N. V.  Bowyer, K. W.  Hall, L. O., & Kegelmeyer, 
W. P. (2002). Smote: synthetic minority over-sampling 
technique. Journal of artificial intelligence research, 16, 
321-357. https://doi.org/10.1613/jair.953 

[26] Batista, G. E., Prati, R. C., & Monard, M. C. (2004). A study 
of the behavior of several methods for balancing machine 
learning training data. ACM SIGKDDexplorations 
newsletter, 6(1), 20-29. 
https://doi.org/10.1145/1007730.1007735 

[27] Sefraoui, O., Aissaoui, M., & Eleuldj, M. (2012). Openstack:  
toward  an  open-source  solution  for  cloud  computing. 
International  Journal  of  Computer Applications, 55(3), 38-
42. https://doi.org/10.5120/8738-2991 

[28] Merkel, D. (2014). Docker: lightweight linux containers for 
consistent development and deployment. Linux Journal, 
2014(239), 2. 

[29] Chollet, F. (2016). keras, https://github.com/fchollet/keras, 
2015, accessed: 2016-12-25. 

[30] Wang, J., Sun, Z., Bao, B., & Shi, D. (2019). Malicious 
synchro phasor detection based on highly imbalanced 
historical operational data. CSEE Journal of Power and 
Energy Systems, 5(1), 11-20. 
https://doi.org/10.17775/CSEEJPES.2018.00200 

[31] Sarkhel, R., Das, N., Saha, A. K., & Nasipuri, M. (2016). A 
multi-objective approach towards cost effective isolated 
handwritten Bangla character and digit recognition. Pattern 
Recognition, 58, 172-189. 
https://doi.org/10.1016/j.patcog.2016.04.010 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Contact information: 
 
Akm ASHIQUZZAMAN, M.Sc 
Department of ICT Convergence System Engineering, 
Chonnam National University, Gwangju, South Korea 
E-mail: zamanashiq3@chonnam.ac.kr 
 
Hyunmin LEE, PhD 
(Corresponding author) 
Human IT Convergence Research Center, 
Korea Electronics Technology Institute, South Korea 
E-mail: hyunmw@keti.re.kr 
 
Tai-Won UM, PhD, Professor 
Department of Cyber Security, 
Duksung Women's University, South Korea 
E-mail: twum@duksung.ac.kr 
 
Kwangki KIM, PhD, Professor 
School of IT Convergence, 
Korea Nazarene University, South Korea 
E-mail: k2kim@kornu.ac.kr 
 
Hye-Young KIM, PhD, Professor 
School of Game/Game Software, 
Hongik University, South Korea 
E-mail: hykim@hongik.ac.kr 
 
Jinsul KIM, PhD, Professor 
(Corresponding author) 
Department of ICT Convergence System Engineering, 
Chonnam National University, Gwangju, South Korea 
E-mail: jsworld@jnu.ac.kr 
 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


