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Abstract 

One of the primary steps in forensic dental analysis is age estimation. Alongside sex estimation, this is offers basic 

categorization of subjects. Whether it is used in person-identification or archaeological analysis and research, a forensic 

dentist will observe these parameters when starting his work. Orthopantomographic x-ray images offer a lot of data and 

basically represent the golden standard for identification in forensic stomatology. Deep convolutional neural networks are 

establishing their presence in numerous fields of medicine and therefore we have explored the possibility of their 

implementation in age estimation in forensic dentistry. We developed a deep convolutional neural network, based on a 

dataset of 4035 orthopantomographic images, captured by and kindly provided by University of Zagreb’s, School of Dental 

medicine. A quick, automated and accurate model was formed that opens a new door in the field of forensic dentistry. The 

developed convolutional neural network was used to estimate the age of 89 archaeological skull remains. The skulls were 

scanned with an orthopantomography x-ray machine and the received images were used as a testing dataset.  The results 

offered a noteworthy 73% accuracy of placing the images in correct age groups. 
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Introduction 
Specimen age determination is one of the 
primary forensic premises. (1) Analysis of the jaw 
and teeth represent the golden standard for age 
calculation due to the fact it is non-invasive and 
offers permanence and repeatability. (2) Due to 
the fact that dental structures and the head are 
one of the most durable and best protected parts 
of the human body, they resist decomposition 
and are usually the last to deteriorate 
postmortem. (3) In addition, this method is 
applicable to both living and dead subjects and 
merely requires a recent radiographic image of 
both jaws and teeth (orthopantomographic 
image), (4). 
Manual age determination of adults via one 
orthopantomographic image is somewhat difficult 
and rather time consuming. (5) It requires precise 
measurements, data comparison and 
understanding of some advanced dental 
postulates. An average dentist is not trained to do 
this, so there is a need for specialized personnel, 
with extensive training. (6) 
Comparable to all other computer 
implementations, with the help of computer 
hardware we can drastically speed up the 
process. Virtually within miliseconds a 
convolutional neural network can determine the 
approximate age of a person if provided with an 
orthopantomographic image. With further 
development of this pilot method there is potential 
to precisely identify the person’s age using just a 
radiographic image.  
The possibility for implementation of artificial 
intelligence in all fields of medicine is on a daily 
rise. (7) Artificial intelligence provides a way to 
automatically discover features and generalize 
based on the data it has already encountered, 
achieving noteworthy performance on new and 
unseen data within the same domain. (8)  The 
effectiveness of neural networks is as high as the 
time and frequency of their usage. This includes 
feeding the convolutional neural networks 
(CNNs) more similar data to gain experience on-
also known as training; very much like 
conventional human intelligence. Naturally the 
more it is trained, the more accurate it will be.  
Over the course of the last decade deep learning 
went from theoretical discussions to ground-
breaking achievements throughout science and 
industry. This change was felt particularly in the 
field of computer vision, defined by the 
"ImageNet moment"(9), where the work by 
Krizhevsky et al. (10) achieved a 41% better 

performance on the ImageNet Large Scale Visual 
Recognition Challenge in 2012 than the next best 
competitor. While discussions about the 
feasibility of deep convolutional neural networks 
(DCNNs) were ongoing for decades, and as the 
field itself went through a phase now called "AI 
winter", the lack of large amounts of data and the 
lack of processing power as well as large-scale 
storage kept those discussions theoretical. The 
hardware breakthrough came in the form of 
dedicated graphics processors (GPU cards), due 
to their specialized hardware for highly 
parallelized operations, like matrix multiplication 
which forms the basis of modern deep learning. 
Deep neural networks are general function 
approximators which are inspired by biological 
neural processes. They are, in a manner of 
speaking, black-box models that can 
approximate any function, but their structure does 
not give insight into the structure of the function 
being approximated-meaning, it’s difficult to 
comprehend. Interpretability of deep neural 
networks is an active field of research, yielding 
methods like GradCAM (11) for determining 
significant regions of input images, and LIME (12) 
that uses local surrogates to explain individual 
predictions. 
Deep learning and other AI methods are being 
applied to more and more problems in the 
medical domain every day (13) (14). Some 
examples include hemorrhage detection in 
fundus images (15), sex assessment from 
panoramic dental x-ray images in adults (16) and 
diagnosis of diabetic retinopathy (17). 
Inside the dental field neural networks have been 
reported since 2017, starting with Miki et al. who 
combined Cone beam computed tomography 
(CBCT) and convolutional neural networks 
(CNNs).(18) Furthermore, CNNs were used in 
the fields of endodontics, periodontology and 
cariology.(19) (20) (21) A very notable study by 
Tuzoff et al. describes the utilization of CNNs in 
tooth detection with orthopantomography.(22) 
Schwendicke et al. have explored the possibilities 
of CNN usage in dental diagnostics. Matsuda, 
S.et al. have proven that CNNs are capable of 
identifying 2 separate x-ray images of the same 
person with 100% accuracy in some cases. (23) 
That paper, however, did not have a test group, 
but more on that later. 
One significant recent example is the just 
announced AlphaFold 2 (24), a solution to the 
protein folding problem (25) (26), with an 
improvement so significant that many describe it 
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as "the ImageNet moment" for biology. AI 
methods are spreading to all research fields, be 
they in the form of improvement in accuracy and 
usability or revolutionization of a field like 
AlphaFold 2, as they allow researchers to gain 
insight for gigantic datasets with an even larger 
set of features that would be impossible to 
analyze manually.  
 
Materials and Methods 
In this study a dataset of 4035 panoramic dental 
x-ray images of living subjects was used, with the 
ages ranging from 19 to 85 years, with an 
average age of 38 years. (Figure 1) The female 
to male ratio is 58.7% to 41.3%. The samples are 
collected from multiple locations in Croatia and 
belong to the collection of the Department of 
Dental Anthropology School of Dental Medicine 
University of Zagreb. The use of this collection for 
research purposes has been approved by the 
School of Dental Medicine University of Zagreb 
Ethics committee. The images were taken by a 
wide range of orthopantomography x-ray 
machines. The data was split into 
train/test/validation sets, with the ratio of their 
size being 80% to 10% to 10%, respectively. We 
used VGG16 (27) architecture pre trained on 
ImageNet as the feature extractor, which is 
extended by one 1x1 convolutional layer with 40 
channels, which is followed by a fully connected 
layer of 128 units, ending the deep neural 
network in a single fully connected unit that 
estimates the age. All activation used are ReLU 
(28). VGG16 consists of 5 blocks, with the first 
two having two convolutional layers followed by 
max pooling, and the latter three having three 
convolutional layers followed by max pooling. 
(Figure 2) The data specimen that we’ve used the 

CNN on consists of 89 orthopantomographic 
images of archaeological skull remains, 
deceased anytime between the 8th and 11th 
century and (Figure 3) originating from Croatia. 
The approximative age of archaeological skull 
remains was determined from archaeological 
records and a cross check verification done 
according to current forensic standards. (5) 
Those values were sorted in 4 age groups: 0-15 
years, 16-30 years, 31-60 years and 61+years 
and then compared with the ones provided by the 
CNN.  
To determine the best architecture for this 
problem, experiments have been run on all state-
of-the-art architectures, which includes 
DenseNet201 (29), ResNet50 (30), VGG16, 
VGG19 (27) and Xception (31). The base 
network was unchanged, but the end layers were 
replaced by a 1x1 convolution of size 40 and a 
fully connected layer with 128 units, as stated 
before. (Figure 4.) After those preliminary 
experiments where hyperparameters were 
evaluated, a fine-tuning step was performed on 
the best performing model to further improve 
performance. 
It is important to point out that transfer learning 
was used. Transfer learning is a method used in 
deep learning where instead of using randomly 
initialized layer weights, pre-trained layer weights 
are used. Those weights were trained on the 
gigantic ImageNet dataset. As mentioned before, 
overfitting is a big problem when dealing with big 
models. Tuning 50 million parameters based on 
4035 images leads to overfitting, which was 
noticeable due to the good evaluation 
performance on the train set, but increasingly 
worse results on the validation set. The main 
motivation for using layer weights obtained from 

Figure 1 A sample of an orthopantomography x-ray image used to train, validate and test the 
models. 
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a general-purpose dataset instead of a medical 
dataset is that: 1) there is no open dataset 
medical dataset, 2) while higher level features are 
not useful for medical images (for example, 
regions of the neural network might "react" to fur, 
eyes, basketballs or other "less abstract" 
patterns), the lower level features are usually 

useful, with some even corresponding to 
activations measured in the human visual system 
(circles, edges, checkered patterns and such). 
Another important point is the difference in data 
on which the model was trained on, and data on 
which the model was evaluated on. The model 
was trained on panoramic dental x-ray images of 
living subjects of varying ages, living in 
contemporary times, with their skulls intact. 
However, the evaluation was done on deceased 
subjects ranging from 8th to the 11th century, 
some with damage to the skeletal and dental 
structure often incompatible with life. In addition, 
living subjects are usually aligned in the 
orthopantomography x-ray machine by biting 
down, which proves to be difficult to reproduce for 
deceased subjects. It is reasonable to assume 
that better performance could be achieved by 
acquiring a larger dataset, either by introducing 
deceased subjects to the dataset or by acquiring 
a much larger dataset of living subjects with the 
intention of finding better features to estimate the 
age from. In addition, evolutional differences and 
dental medicine practice protocol differences are 
also aggravating circumstances. 
  
Results 
We ran the experiment 3 times, each time slightly 
changing the hyperparameters in order to explore 
in which case the results would be the most 
accurate. These runs will be referred to as 
models. Model 1 was composed as a preliminary 
high-capacity model. Model 2 is the precisely 
described one in the “materials” section of this 
paper, with a mild model stability intervention. 
Finally, model 3 was architecturally identical to 
model 2, but with extensive model stability 
optimization. 
In the first analysis model 1 was used. Out of 89 
images, 47 of them were accurately placed in 
respective age groups, while 42 weren’t. This 
offers an accuracy of 53%.  In the second 
analysis model 2 was used. Out of 89 images, 37 
of them were accurately placed in respective age 
groups, while 52 weren’t. This being the worst run 
offering an accuracy of just 42%.  
In the third and final analysis model 3 was used. 
We can see that out of 89 images 65 of them 
were accurately placed in respective age groups, 
while 24 weren’t. This offers a highly suitable 
accuracy of 73%. (Figure 5) 
The results were delivered in a matter of 1.47 
seconds, on conventional, consumer-grade 
hardware. This is an outstanding result that 
opens the door to utilization of this software on  

Figure 2 A visualization of activations of the final 
convolutional layer. The final convolutional layer consists 
of 40 channels (4 shown on figure) which represent 
features that the network discovered as useful for age 
estimation. While no valid interpretation of the model's 
behavior can be constructed solely from these internal 
representations, those images give an insight into which 
components of the image the model regards as a region of 
interest. 
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any personal computer, smartphone or tablet; 
provided it is optimized for the operating system 
beforehand. 
 
Discussion  
The results yield the way to further exploration 
and utilization of AI in the field of forensic dental 
medicine. New methodologies are usually met 
with a healthy dose of skepticism, as it should be. 
It is hard to incorporate a method that can't be 
fully explained, especially in the medical field 
where the chain of conclusions for a diagnosis is 
imperative. While research is being done in the 
field of interpretability, current models are 
evaluated with rigorous examination of their 

results. The dataset is usually divided into three 
different parts - the train set, the validation set 
and the test set. The train set, as the name 
implies, is used to train the network (to tune the 
weights of all layers). The validation set is not 
used for training, but it is used during training. 
The model is at each step evaluated on the 

validation set, giving insight into the performance 
of the model on unseen data. That's an important 
aspect of deep model training, as overfitting can 
occur. Overfitting is the phenomena where the 
model memorizes all input-output pairs and 
performs well on those, while being unable to 
produce usable results on unseen data. The 
results on the validation set are used for research 
decisions, like changing hyperparameters (for 
example the architecture of the network), the 
preprocessing of the data and other things. The 
validation set is, in a matter of speaking, a 
reference point that offers guidance in the right 
direction. We repeat this process until the results 
achieve a satisfying value. Only then do we 

evaluate our model on the test data set. The 
reported performance is only the performance on 
the test dataset, which in no way contributed to 
the training process or hyperparameter choices. 
Only then can it be claimed that the model 
generalized and that the model is viable for use. 
 

Figure 3 A sample of an orthopantomography x-ray image of an archeological skull remain. 

Figure 4 A schematic image of the developed deep convolutional neural network. 
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 Conclusion 
AI has great potential in the medical field. The 
more standardized the observed specimen is the 
more accurate the results will be. Even though 
the convolutional neural networks can, in fact, 
belay the imperfections to an extent, in some 
cases they can cause an imprecise result. For 
example, in the real-world forensic dentists often 
deal with poor resolution images, radiological 
artifacts, blurry images etc. It has become 
increasingly popular to scan physical images by 
merely setting them on a surface and taking 
photographs with smartphones. This introduces 
color shifting, various white balance settings and 
image transcoding which additionally decreases 
the image quality. If such an image is presented 
to the CNNs it produces disturbances in the input 
data. The previously mentioned term “Model 
stability” describes how well a model performs 
when faced with minor disturbances in the input 
data, with models being more stable if they 
perform well despite those perturbations.  Model 
stability can be deliberately targeted during the 
training by introducing noise akin to the noise 
expected in the real data (called data 
augmentation), by acquiring a larger dataset, by 
extending the capacity of the model and so on. 
Despite all that, no model is perfect. 
Extremely precise age determination is difficult 
even for an experienced forensic dentist, let 
alone a convolutional neural network. It is certain 
that with the further development and training of 
this neural net would offer better and more 
precise results. For that an extensive network of 

radiographic images is needed, alongside the 
proprietary data: age, sex, morphological 
differences explanations etc. Naturally this is a 
tremendous amount of work that needs physical 
human manual input and “correction”, as well as 
ethical and data protection approvals. That being 
said, with every experiment the neural net 
receives additional data, variables and value.  
In a group of 89 images in total, this neural net 
has succeeded to determine the age of all images 
with a precision rate of 73%. This already puts the 
experiment in the area of usable methods that 
may be considered in analysis of panoramic 
dental x-rays.  
It is important to note what neural networks 
actually do. They are not only finding relations 
between features and biomedical parameters. 
They approach the data without prior knowledge, 
finding the features and parameters themselves 
from which conclusions are then drawn. In this 
paper, we have given an overview of what are 
neural networks, how they work and analyze 
images and how they can evolve over time. In 
addition, we observed the pros and cons of 
machine learning in a realistic situation, often 
needed in real world forensic stomatology. 
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