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Abstract. We introduce and characterize angular right symme-
tric and approximate angular right symmetric points of the algebra of all
bounded linear operators defined on either real or complex Hilbert spaces.

1. Introduction

This paper is a continuation of the works we have accomplished in [11, 12]
in which we consider some definitions of angle and approximate orthogonality
in normed spaces. In a real inner product space (X , 〈·, ·〉), the notion of angle
between two non-zero vectors ξ and η is defined, very routinely. Indeed, ξ∠θη

for some θ ∈ [0, π] if and only if cos θ = 〈ξ,η〉
‖ξ‖‖η‖ . In general real normed spaces

in which norm does not necessarily come from an inner product, various types
of definition were offered; see for example [7, 11, 16]. Especially, in [11] we
introduce a definition for angle in real normed spaces related to the well-
known Birkhoff–James orthogonality. Recall that, for elements ξ and η in a
complex or real normed space (X , ‖.‖), ξ in the sense of Birkhoff–James is
orthogonal to η, denoted by ξ ⊥BJ η, if

‖ξ + λη‖ ≥ ‖ξ‖ (λ ∈ K)

which K stands for either, C or R; [3, 10]. This type of orthogonality does not
satisfy the property of symmetricity which means that there exist a normed
space and vectors ξ and η in that normed space so that ξ ⊥BJ η but η 6⊥BJ ξ.
In fact, it is well-known that symmetricity characterizes inner product spaces
provided that the dimension of the space is greater than 2; [10].
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Given two vectors ξ and η in a real normed space, there exists a real

number α so that ξ ⊥BJ (αξ + η) and |α| ≤ ‖η‖
‖ξ‖ . In general, there may exist

a large number of such numbers. In fact, Aξ,η := {α : ξ ⊥BJ (αξ + η)} is
a nonempty closed interval. By Aξ,η > 0 (resp. Aξ,η < 0), we mean α > 0
(resp. α < 0) for all α ∈ Aξ,η.

Definition 1.1 ([11]). Let ξ, η ∈ X and let

α0 =











minAξ,η, Aξ,η > 0

maxAξ,η, Aξ,η < 0

0, 0 ∈ Aξ,η

.

Define

cos(ξ, η) =
−α0‖ξ‖

‖η‖
.

We say that ξ∠θη, for some θ ∈ [0, π], if cos(ξ, η) = cos θ. Also ξ∠ε
θη

for some ε ≥ 0 and θ ∈ [0, π] whenever | cos(ξ, η) − cos θ| ≤ ε. In the case
when θ = π

2 this inequality introduces a type of approximate orthogonality
with respect to the Bikhoff–James orthogonality which is the same as that
introduced by Chmieliński in [5]; see [11]. Apparently, in these definitions we
restrict ourselves to real normed spaces. However, in complex normed spaces
we consider a generalized version of the definition: namely ξ∠θη means ξ ⊥BJ
(

λ cos θ ξ
‖ξ‖ + η

‖η‖

)

for some λ with |λ| = 1. In [15] the author introduces

the notions of right symmetric and left symmetric points in a real normed
space. A vector ξ in a normed space X (real or complex) is said to be
left symmetric if ξ ⊥BJ η always implies η ⊥BJ ξ, and is said to be right
symmetric whenever η ⊥BJ ξ always implies ξ ⊥BJ η. Particular attention
is paid to these notions on the algebra of bounded linear operators; see [2,
8, 13, 17, 18, 19] and references therein. In this paper, we consider angular
left and angular right symmetric points as follows: A vector ξ in a normed
space X is said to be angular left symmetric with respect to angle θ, if ξ∠θη

always implies η∠θξ, and is said to be angular right symmetric whenever
η∠θξ always implies ξ∠θη. We also could consider approximate angular right
symmetric and approximate angular left symmetric points. A vector ξ is called
an approximate right symmetric point if there exists ε ∈ [0, 1) so that η ⊥ ξ

always implies ξ ⊥ε
BJ η and is called an approximate left symmetric point if

there exists ε ∈ [0, 1) so that ξ ⊥BJ η always implies η ⊥ε
BJ ξ. The notions of

approximate angular right and left symmetric points are defined in an obvious
way. In this paper, we characterize angular right symmetric and approximate
angular right symmetric points of the algebra of bounded operators defined
on either real or complex Hilbert spaces. We, in fact, generalize the results of
[18] and [8, 14]. We focus more closely on the issue of angular right symmetric
points. The angular left symmetricity is somewhat different in two cases of
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complex and real. The problem we have considered in this paper discusses
only operators defined on Hilbert spaces. We have to state that the problem
of symmetricity of Birkhoff-James orthogonality for both cases of left and
right for operators defined on either real or complex Hilbert spaces is fully
responded in [19]. There, it is shown that right symmetric points in B(H ) are
isometries or coisometries multiplied by positive constants, while the only left
symmetric point in B(H ) is 0. The problem arises naturally for operators
defined on Banach spaces. For the special case of real orthogonality this
problem is investigated in [9].

Throughout this paper, B(H ) denotes the algebra of all bounded linear
operators on a (real or complex) Hilbert space H and SH is its unit sphere
andK(H ) is the ideal of all compact operators. Given an operator T ∈ B(H ),
MT is the set of norm attainment of T consisting of all unit vectors ξ for
which ‖Tξ‖ = ‖T ‖. This set is nonempty whenever H is finite dimensional
or T ∈ K(H ). Let ε > 0. By Bε(x) we mean the ε-neighborhood of x.

2. Symmetricity of operators on complex Hilbert spaces

In this section, we investigate angular right symmetricity and approxima-
tion angular right symmetricity for operators which are defined on complex
Hilbert spaces. For this study the following characterization of angle in B(H )
is very essential. Its proof is done in light of [4, Theorem 1.1, Remark 3.1].

Theorem 2.1. Let A,B ∈ B(H ) be non-zero and let θ ∈ [0, π]. Then
A∠θB if and only if there exists a sequence {ξn} of unit vectors so that
‖Aξn‖ → ‖A‖ together with 〈Aξn, Bξn〉 → λ cos θ‖A‖‖B‖ for some λ with
|λ| = 1. In addition, if H is finite dimensional, then the sequence {ξn} can
be replaced by ξ ∈ H .

Proof. In the case when H is not finite dimensional A∠θB means that
there exists a λ with |λ| = 1 so that

A ⊥BJ

(

λ cos θ
A

‖A‖
+

B

‖B‖

)

which by [4, Remark 3.1] is equivalent to that there exists a sequence {ξn} of
unit vectors so that ‖Aξn‖ → ‖A‖ together with

〈

Aξn, λ cos θ
A

‖A‖
ξn +

B

‖B‖
ξn

〉

→ 0.

Thus 〈Aξn, Bξn〉 → −λ cos θ‖A‖‖B‖. In the finite dimensional case the proof
is done by invoking [4, Theorem 1.1].

It is concluded immediately from the theorem that 1∠θA for some operator A,
if and only if there exists λ with |λ| = 1 so that λ cos θ ∈ W (A) where W (A)

stands for the numerical range of an operator A and W (A) is its closure.
We need the following lemmas.
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Lemma 2.2 ([18]). Let A ∈ B(H ) be positive and let ‖A‖ = 1. If {ξn} is
a sequence of unit vectors such that ‖Aξn‖ → 1, then Aξn − ξn → 0.

The next two lemmas generalize [18, Lemma 2.3, Lemma 2.4]. Modifying
the associated proofs, we prove these lemmas.

Lemma 2.3. Let θ ∈ (0, π
2 ] and 0 < θ1 < θ, and let

A =

(

cos θ1 sin θ1
sin θ1 − cos θ1

)

and B =

(

1 0
0 m

)

where m ∈ [0, 1). Then the following holds.

(i) The numerical range W (AB) is an ellipse and cos θ is an interior
point.

(ii) A∠θB but not B∠θA.

Proof. (i) The matrix AB is not normal so W (AB) is an ellipse whose
foci are the eigenvalues

λ(m) =
cos θ1(1−m) +

√

cos2 θ1(1−m)2 + 4m

2
,

λ′(m) =
cos θ1(1−m)−

√

cos2 θ1(1−m)2 + 4m

2
.

Obviously, λ′(m) ≤ 0 for all m. On the other hand, it is readily seen that

dλ(m)

dm
= −

cos θ1
2

+
4− 2 cos2 θ1(1−m)

2
√

cos2 θ1(1−m)2 + 4m
> 0

hence, λ(m) is an increasing function with respect to the parameter m so its
minimum takes place at m = 0 which is λ(0) = cos θ1. Hence,

cos θ ∈ [0, cos θ1] ⊆ [λ′(m), λ(m)],

for any m ∈ [0, 1). Therefore, cos θ is an interior point of W (AB).
(ii) Its proof is exactly the same as proof of (ii) in [18, Lemma 2.3] and for

the sake of convenience we state it. Note that cos θ ∈ W (AB), thus, 1∠θAB

which means

1 ⊥BJ

(

λ cos θ +
AB

‖AB‖

)

for some λ with |λ| = 1. Obviously, ‖AB‖ = 1 which implies that 1 ⊥BJ

(λ cos θ +AB) that is

‖1 + µ(λ cos θ +AB)‖ ≥ 1, µ ∈ C.

Now, we note that A is a symmetry operator that is a self-adjoint unitary,
hence,

‖A+ µ(λ cos θ1A+B)‖ ≥ ‖A‖, µ ∈ C.
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Thus, A∠θB. To show thatB∠θA does not hold we note that matrixB attains
its norm on unit vectors of the form ξ = (eiφ, 0). Thus, using Theorem 2.1 we
have

〈Aξ,Bξ〉 = cos θ1 > cos θ,

which completes the proof.

Note that cos θ1 that appeared in the proof of this theorem is also an interior
point of W (AB). An extension of this lemma for the infinite dimensional case
is stated below. This lemma, in fact, generalizes [18, Lemma 2.4].

Lemma 2.4. Let B be positive, ‖B‖ = 1 and B 6= 1 and let θ ∈ (0, π
2 ].

Then, there exists an operator A in B(H ) such that A∠θB but not B∠θA.

Proof. Let m = minσ(B). Hence, 0 ≤ m < 1. Pick 0 < θ1 < θ and let

0 < ε <
1

2
min

{

1−m, dist(cos θ1, ∂W ), dist(cos θ, ∂W ), 1−
cos θ

cos θ1

}

where W (·) is what appeared in the previous lemma and ∂W (·) stands for its
boundary. Define function f to be

f(t) =











m, m ≤ t < m+ ε;

t, m+ ε ≤ t ≤ 1− ε;

1, 1− ε < t ≤ 1.

Set C = f(B) and let H1 = E((1 − ε, 1])(H ), H2 = E([m,m + ε))(H )
and H3 = E([m + ε, 1 − ε])(H ), where E(·) is the spectral measure associ-
ated to operator B. Thus, H = H1 ⊕ H2 ⊕ H3, and with respect to this
decomposition we may write

B = B1 ⊕B2 ⊕B3 and C = 1⊕m1⊕B3.

Now, pick unit vectors ξ ∈ H1 and η ∈ H2 and define an operator A on these
three subspaces to be

H1 : Aξ = cos θ1ξ + sin θ1η, A|ξ⊥ = 1

H2 : Aη = sin θ1ξ − cos θ1η, A|η⊥ = m1

H3 : A|H3
= B3,

where orthogonal complement is considered with respect to the given sub-
space. Note that ‖A‖ = 1. Here, we want to show that A∠θB. Let P be the
orthogonal projection on the two dimensional subspace spanned by ξ and η.
Thus,

PAP =

(

cos θ1 sin θ1
sin θ1 − cos θ1

)

and PCP =

(

1 0
0 m

)
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with respect to the basis {ξ, η}. So W = W ((PAP )(PCP )) is an ellipse in
the previous lemma and cos θ1 and cos θ are both interior points of this ellipse.
Now, we note that 1− ε ≤ ‖PBP‖ ≤ 1 which implies that

cos θ ≤
cos θ

‖PBP‖
≤

cos θ

1− ε
< cos θ1,(2.1)

where the last inequality is valid according to our assumption in the choice of
ε. From the estimate

|〈(PAP )(PBP )−(PAP )(PCP )ζ, ζ〉| ≤ ‖PAP‖‖PBP−PCP‖ ≤ ‖B−C‖ ≤ ε

for all ‖ζ‖ = 1, and the choice of ε, it follows that W ((PAP )(PBP )) is an
ellipse and cos θ1 and cos θ are interior points of that. Hence, (2.1) implies
that cos θ

‖PBP‖ is an interior point of W ((PAP )(PBP )). Therefore,

PAP ⊥BJ

(

cos θ

‖PBP‖
PAP +

PBP

‖PBP‖

)

which implies

PAP ⊥BJ (cos θPAP + PBP ).

Thus,

1 = ‖A‖ = ‖PAP‖ ≤ ‖PAP + γ(cos θPAP + PBP )‖ ≤ ‖A+ γ(cos θA+B)‖

for all γ ∈ C which means A∠θB.
The assertion that B∠θA does not hold is done by the same method as

that of [18, Lemma 2.4] however we provide a proof. Firstly, we need the
following fact. If ζ is a unit vector in H1 then

〈ζ, Aζ〉 ≥ cos θ1.(2.2)

To see this, write ζ = λξ + µξ⊥ where ξ⊥ is chosen to be in H1 with ξ ⊥ ξ⊥

and λ, µ ∈ C. Therefore,

〈ζ, Aζ〉 =
〈

λξ + µξ⊥, λ (cos θ1ξ + sin θ1η) + µξ⊥
〉

= |λ|2 cos θ1 + |µ|2

= |λ|2 cos θ1 + 1− |λ|2 = 1− (1− cos θ1) |λ|
2 ≥ cos θ1.

Now, suppose that {ξn} is a sequence of unit vectors such that ‖Bξn‖ → 1.
Then, by Lemma 2.2 we have that Bξn − ξn → 0. We could write ξn =
∑3

i=1 ξi,n where ξi,n ∈ Hi for i ∈ {1, 2, 3} and n ∈ N and
∑3

i=1 ‖ξi,n‖
2 = 1.

Then Bξn − ξn → 0 implies Bξi,n − ξi,n → 0. Now, we want to show that
‖ξi,n‖ → 0 for i = 2, 3. Assume ‖ξ2,n‖ → a for some a 6= 0. Thus, there exists

N ∈ N so that
{

1
‖ξ2,n‖

}∞

n=N
is bounded. Therefore,

{

1

‖ξ2,n‖
(Bξ2,n − ξ2,n)

}∞

n=N
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converges to 0. Hence, ‖B2‖ ≥ 1 which is impossible. It follows that ξ2,n → 0.
Similarly, we could show that ξ3,n → 0. Therefore,

〈Bξn, Aξn〉 → 〈ξ1,n, Aξ1,n〉 ≥ cos θ1 > cos θ

which implies that 〈Bξn, Aξn〉 6→ λ cos θ for any modulus one λ ∈ C. Thus,
B∠θA cannot occur and we are done.

Now, we can extend [18, Theorem 2.5] in which the author gives a characteriza-
tion of isometries and coisometries via right symmetricity of BJ-orthogonality.
We may generalize this result by giving a characterization of isometries and
coisometries through the angular right symmetricity and approximation an-
gular right symmetricity as follows. In its proof we use the result of [19,
Lemma 3.1] which states that for an operator T ∈ B(H ), either U in the
polar decomposition T = U |T | or V in the polar decomposition T ∗ = V |T ∗|
can be chosen to be isometry.

Theorem 2.5. Let B ∈ B(H ). The following statements are equivalent:
(i) B is a scalar multiple of an isometry or coisometry,
(ii) A ⊥BJ B ⇒ B ⊥BJ A for all A ∈ B(H ),
(iii) A ⊥BJ B ⇒ B ⊥ε

BJ A for all A ∈ B(H ) and ε ∈ [0, 1),
(iv) there exist θ ∈ (0, π2 ] and ε ∈ [0, 1 − cos θ) so that A∠θB ⇒ B∠

ε
θA

for all A ∈ B(H ).

Proof. (i)⇒(ii) is proved in [18, Theorem 2.5] and (ii)⇒(iii) is obvious.
For (iii)⇒(i) choose θ0 ∈ (0, π

2 ] so that ε < cos θ0 < 1 and assume that
‖B‖ = 1 and U is isometry in the polar decomposition B = U |B| but |B| 6= 1.
Thus, according to Lemma 2.4 there exists A ∈ B(H ) so that A ⊥BJ |B| and
|B|∠θ1A for some 0 ≤ θ1 ≤ θ0 such that for θ1 < θ the relation |B|∠θ1A does
not hold. Hence, A ⊥BJ |B| but |B| 6⊥ε

BJ A. Since U is an isometry, we have
that UA ⊥BJ B but B 6⊥ε

BJ UA that contradicts the assumption. Therefore,
|B| = 1. If V is an isometry in the polar decomposition B∗ = V |B∗|, then
similarly we could show that B∗ is an isometry.

(i)⇒(iv) Assume that ‖B‖ = 1. If B is an isometry and A∠θB then, by
Theorem 2.1, there exists a sequence of unit vectors {ξn} so that ‖Aξn‖ →
‖A‖ and 〈Aξn, Bξn〉 → λ cos θ for some modulus one λ ∈ C. But, then
〈Bξn, Aξn〉 → λ cos θ and ‖Bξn‖ = ‖ξn‖ = 1 = ‖B‖ because B is an isometry
which implies that B∠θA according to Theorem 2.1 and obviously this implies
that B∠

ε
θA. In the case when B∗ is an isometry the proof is accomplished by

the same method because A∠θB if and only if A∗
∠θB

∗.
(iv)⇒(i) LetB = U |B| be the polar decomposition ofB, U be an isometry,

and let ‖B‖ = 1. Assume that B is not an isometry, that means B∗B 6= 1,
and pick θ0 ∈ (0, π2 ] so that cos θ+ε < cos θ0. Therefore, according to Lemma
2.4, there exists an operator A ∈ B(H ) with ‖A‖ = 1 so that A∠θ|B| and
|B|∠θ1A for some θ1 ≤ θ0 but |B|∠ηA does not hold for any θ1 < η. Therefore,
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A∠θ|B| but not |B|∠ε
θA and since U is an isometry UA∠θB but not B∠

ε
θUA

which contradicts (iv). Thus, |B| = 1, i.e., B is an isometry.

The proof of the following theorem is done by a similar method.

Theorem 2.6. Let B ∈ B(H ) and let 0 < θ2 ≤ θ1 ≤ π
2 . If A∠θ1B ⇒

B∠θ2A for all A ∈ B(H ), then B is a scalar multiple of an isometry or
coisometry.

3. Symmetricity of operators on real Hilbert spaces

At this point, we pay attention to operators which are defined on real
Hilbert spaces satisfying angular right symmetricity and approximation an-
gular right symmetricity. The method of this section is independent of what
utilized in the previous section and it refers mainly to that used in [8]. In
[8] the authors prove that for a linear operator T defined on a real finite
dimensional Hilbert space H , A ⊥BJ T ⇒ T ⊥BJ A for all A ∈ B(H )
if and only if MT = SH which implies that T is a unitary multiplied by a
positive constant. In fact, they show that if MT 6= SH and ‖T ‖ = 1, then
there exists an operator A with ‖A‖ = 1 so that A ⊥BJ B but T ‖ A. In
this case, an easy calculation, following their method, shows that for such
A and T and for any θ ∈ [0, π2 ] we have that A ⊥BJ (cos θA + T ). To see
this, according to [8], let MT = SH0

for some subspace H0 of H and assume
that {ξ1, . . . , ξm, . . . , ξn} is an orthonormal basis for H such that {ξ1, . . . , ξm}
forms an orthonormal basis for H0, and choose a unit vector w0 ∈ T (H0)

⊥.
Now, suppose that ‖w0 + λ(cos θw0 + Tξm+1)‖ ≥ 1 for any λ ≥ 0. In this
case, A is defined to be Aξi = −Tξi for i ∈ {1, . . . ,m}, Aξm+1 = w0, and
Aξi = 0 for i ∈ {m+ 2, . . . , n}. Thus, for ζ =

∑n
i=1 ciξi ∈ SH we have that

‖Aζ‖2 =
∑m

i=1 c
2
i + c2m+1 ≤ 1 which by Aξm+1 = w0 implies that ‖A‖ = 1.

Hence, for λ > 0,

‖A+ λ(cos θA+ T )‖ ≥ ‖Aξm+1 + λ(cos θAξm+1 + Tξm+1)‖

= ‖w0 + λ(cos θw0 + Tξm+1)‖ ≥ 1 = ‖A‖

and for λ < 0 we have

‖A+ λ(cos θA+ T )‖ ≥ ‖Aξm + λ(cos θAξm + Tξm)‖

= ‖ − Tξm − λ cos θT ξm + λTξm‖

= | − 1− λ cos θ + λ|‖T ‖

= |1− λ(1− cos θ)|

≥ 1 = ‖A‖,

i.e., cos θ ∈ A(A,T ). If ‖w0 + λ(cos θw0 + Tξm+1)‖ ≥ 1 for any λ ≤ 0, then A

is defined to be Aξi = Tξi for i ∈ {1, . . . ,m}, Aξm+1 = w0, and Aξi = 0 for
i ∈ {m+ 2, . . . , n} and the rest is the same as above. Observing these facts,
we could improve [8, Theorem 2.7].
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Theorem 3.1. Let H be a finite dimensional real Hilbert space and T ∈
B(H ). The following statements are equivalent:

(i) MT = SH ,
(ii) A ⊥BJ T ⇒ T ⊥BJ A for all A ∈ B(H ),
(iii) there exists an ε ∈ [0, 1) so that A ⊥BJ T ⇒ T ⊥ε

BJ A for any
A ∈ B(H ),

(iv) there exist a θ ∈ (0, π
2 ] and a 0 ≤ ε < 1 − cos θ so that cos θ ∈

A( A
‖A‖

, T
‖T‖)

⇒ Bε(cos θ) ∩ A( T
‖T‖

, A
‖A‖)

6= ∅ for any A ∈ B(H ).

Proof. Implications (i)⇒(ii)⇒(iii) are obvious. For (iii)⇒(i) assume
that MT 6= SH and ‖T ‖ = 1. Thus, there exists an operator A with ‖A‖ = 1
so that A ⊥BJ T but T ‖ A that implies T ⊥BJ T + A but T 6⊥BJ λεT + A

for 0 ≤ ε < 1 and −1 ≤ λ ≤ 1 which contradicts (iii). For (i)⇒(iv) assume
that cos θ ∈ A( A

‖A‖ ,
T

‖T‖ )
thus, there exists ξ0 ∈ SH so that ‖Aξ0‖ = ‖A‖ and

〈Aξ0, T ξ0〉 = λ cos θ‖A‖‖T ‖ which implies that 〈Tξ0, Aξ0〉 = λ cos θ‖A‖‖T ‖
and ‖Tξ0‖ = ‖T ‖, because MT = SH . Thus cos θ ∈ Bε(cos θ) ∩ A( T

‖T‖
, A
‖A‖)

.

For the converse assume that MT 6= SH and ‖T ‖ = 1. Therefore, there exists
an operator A with ‖A‖ = 1 so that A ⊥BJ cos θA + T and T ‖ A. Hence,
cos θ ∈ A(A,T ) but Bε(cos θ) ∩ A(T,A) = ∅.

The following result is proved similarly and we omit its proof.

Theorem 3.2. Let H be a finite dimensional real Hilbert space and T ∈
B(H ) and let θ ∈ (0, π

2 ]. If T ⊥BJ A always implies that A∠θT , then MT =
SH .

In the case when operators act on an infinite dimensional Hilbert space
H , it is proved in [8] that an orthogonal right symmetric operator T is 0,
whenever T is compact. Here, we could generalize this result noticing some
facts from [8]. In [8] the authors prove that if T is a compact operator of
norm one, then there exists a norm one operator A such that A ⊥BJ T but
T ‖ A. It is readily checked that for θ ∈ [0, π2 ] for such operators T and A we
have that cos θ ∈ A(A,T ). Thus, using the same argument as that of Theorem
3.1 or [8, Theorem 2.8], we could prove the following two theorems.

Theorem 3.3. Let H be an infinite dimensional real Hilbert space and
T ∈ K(H ). The following statements are equivalent:

(i) T = 0,
(ii) A ⊥BJ T ⇒ T ⊥BJ A for all A ∈ B(H ),
(iii) there exists an ε ∈ [0, 1) so that A ⊥BJ T ⇒ T ⊥ε

BJ A for any
A ∈ B(H ),

(iv) there exist a θ ∈ (0, π
2 ] and a 0 ≤ ε < min{cos θ, 1 − cos θ} so that

cos θ ∈ A( A
‖A‖

, T
‖T‖)

⇒ Bε(cos θ) ∩A( T
‖T‖

, A
‖A‖)

6= ∅ for all A ∈ B(H ).
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Theorem 3.4. Let H be an infinite dimensional real Hilbert space and
T ∈ K(H ) and let θ ∈ (0, π2 ]. If T ⊥BJ A always implies that A∠θT , then
T = 0.

The results we state about angular symmetricity do not say anything on
the issue of parallelism. If we want to raise symmetricity of parallelism, what
does the issue look like? More precisely:

Let T be an operator so that T ||A whenever A||T . What can we say about
T in cases of real and complex? Is T an isometry or coisometry multiplied by
a constant? By Proposition 4.1 in [1] we see that when T ||A then there exists
a λ ∈ C with |λ| = 1 so that λ ∈ A( A

‖A‖ ,
T

‖T‖)
.

Also, the results we establish for the angular symmetricity in the real
case are proved under a limited condition of compactness. In [19] we do not
see any such restriction on operators for the special case of symmetricity of
orthogonality. Is it possible to generalize these results and achieve better
conclusions stating some similar results for symmetricity of angle without
such restrictions?

In [6, Definition 2.1] the authors introduce the notion of approximate
symmetry of Birkhoff-James orthogonality in real normed spaces as follows.
The Birkhoff-James orthogonality relation in a normed space X is called ε-
symmetric for some ε ∈ [0, 1), if for any x, y ∈ X , x ⊥BJ y always implies that
y ⊥ε

BJ x (here we consider the definition for two cases of real and complex).
Our results show that for all ε ∈ [0, 1) the Birkhoff-James orthogonality in
B(H ) is not ε-symmetric.

Finally, we present a characterization of isometries through the notion
of norm attainment set of an operator defined between normed spaces. We
use essentially Proposition 2.1 of [14]. It asserts that for an operator T and
vector ξ ∈ MT , Tξ ⊥BJ Tη always implies ξ ⊥BJ η. Note that, this theorem
is stated for operators defined between Banach spaces.

Theorem 3.5. Let T : X → Y be a bounded linear operator between real
Banach spaces and let ξ ∈ MT . Then T is an isometry multiplied by a positive
constant if and only if T is injective and Tξ∠θTη implies that ξ∠θη for all
η ∈ X and all θ ∈ [0, π].

Proof. First, assume that T is an isometry multiplied by a positive
number, c say. Thus, ‖Tη‖ = c‖η‖ for any η ∈ X . Now, consider θ ∈ [0, π2 )
and pick 0 6= η ∈ X with Tξ∠θTη. Since T is injective, Tξ∠θTη means that

Tξ ⊥BJ

(

cos θ
T ξ

‖Tξ‖
+

Tη

‖Tη‖

)

,

and for s < cos θ,

Tξ 6⊥BJ

(

s
T ξ

‖Tξ‖
+

Tη

‖Tη‖

)

.(3.1)



ANGULAR RIGHT SYMMETRICITY OF BOUNDED LINEAR OPERATORS 161

Therefore, by Proposition 2.1 of [14] and the assumption we have that

ξ ⊥BJ

(

cos θ
ξ

‖T ‖
+

η

‖T ‖‖η‖

)

,

that is,

ξ ⊥BJ

(

cos θξ +
η

‖η‖

)

.

Now, note that cos θ > 0 and let s be a number with s < cos θ so that
ξ ⊥BJ (sx+ η

‖η‖ ). Since
T

‖T‖ is an isometry we have that

Tξ

‖T ‖
⊥BJ

(

s
T ξ

‖T ‖
+

Tη

‖T ‖‖η‖

)

,

that implies

Tξ ⊥BJ

(

s
T ξ

‖Tξ‖
+

Tη

‖Tη‖

)

,

and this contradicts (3.1) thus, ξ∠θη. For the cases when cos θ ≤ 0 the proof
is similar.

For the converse assume that η ∈ X . Thus, there exists a unique θ ∈ [0, π]
so that Tξ∠θTη which is

Tξ ⊥BJ

(

cos θ
T ξ

‖Tξ‖
+

Tη

‖Tη‖

)

(3.2)

because T is injective. Without loss of generality, we may assume that cos θ >

0. Therefore, Tξ 6⊥BJ

(

s Tξ
‖Tξ‖ + Tη

‖Tη‖

)

for any s < cos θ. Hence, according to

[14, Proposition 2.1], we have that

ξ ⊥BJ

(

cos θ
‖Tη‖ξ

‖T ‖‖η‖
+

η

‖η‖

)

.(3.3)

On the other hand, equation (3.2) getting together with the assumption imply

that ξ∠θη, that is, ξ ⊥BJ

(

ξ cos θ + η
‖η‖

)

but

ξ 6⊥BJ

(

sξ +
η

‖η‖

)

(3.4)

for s < cos θ. If ‖Tη‖ < ‖T ‖‖η‖, then s0 = cos θ ‖Tη‖
‖T‖‖η‖ < cos θ which by (3.3)

means ξ ⊥BJ

(

s0ξ +
η

‖η‖

)

that contradicts (3.4), thus, ‖Tη‖ = ‖T ‖‖η‖.
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[13] K. Paul, A. Mal, P. Wójcik, Symmetry of Birkhoff-James orthogonality of opera-
tors defined between infinite dimensional Banach spaces, Linear Algebra. Appl. 563
(2019), 142–153.

[14] D. Sain, On norm attainment set of a bounded linear operator, J. Math. Anal. Appl.
457 (2018), 67–76.

[15] D. Sain, Birkhoff-James orthogonality of linear operators on finite dimensional Ba-
nach spaces, J. Math. Anal. Appl. 447 (2017), 860–866.

[16] T. Szostok, On a generalization of the sine function, Glas. Mat. Ser. III 38(58)
(2003), 29–44.

[17] R. Tanaka and D. Sain, On symmetry of strong Birkhoff orthogonality in B(H,K)
and K(H,K), Ann. Funct. Anal. 11 (2020), 693–704.
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