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Abstract—In recent years Generative Adversarial Networks
(GANs) have achieved remarkable results in the task of realistic
image synthesis. Despite their continued success and advances,
there still lacks a thorough understanding of how precisely GANs
map random latent vectors to realistic-looking images and how
the priors set on the latent space affect the learned mapping. In
this work, we analyze the effect of the chosen latent dimension on
the final quality of synthesized images of human faces and learned
data representations. We show that GANs can generate images
plausibly even with latent dimensions significantly smaller than
the standard dimensions like 100 or 512. Although one might
expect that larger latent dimensions encourage the generation
of more diverse and enhanced quality images, we show that
an increase of latent dimension after some point does not lead
to visible improvements in perceptual image quality nor in
quantitative estimates of its generalization abilities.

Index Terms—Generative Adversarial Networks, Latent space
exploration, Latent dimension, Evaluation, Fréchet Inception
Distance (FID), Image synthesis.

I. INTRODUCTION

S INCE 2014., when Ian Goodfellow and his colleagues at
the University of Montreal introduced them, Generative

Adversarial Networks (GANs) [1] have achieved outstanding
results in diverse data generation tasks. In particular, they have
been successfully utilized for purposes such as photorealistic
image synthesis [2]–[5], single image super-resolution [6],
image-to-image translation [7, 8], image inpainting [9, 10],
face swapping and reenactment [11], text-to-image translation
[12], speech synthesis [13] and video generation [14, 15].

GAN’s learning is set up as an adversarial game between
two players, generator G and discriminator D, each rep-
resented with one neural network. Let θg and θd denote
the parameters of the generator and discriminator network,
respectively. The generator network transforms latent noise
vectors z ∼ pz into new data points x∗ = G(z;θg) from
high-dimensional data distribution pg of generated values. Its
goal is to produce fake data indistinguishable from the real
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Fig. 1. Illustration of GAN for face image synthesis [17].

data, i.e., to achieve pg ≈ pdata where pdata denotes the real
data distribution. On the other hand, the discriminator network
aims to distinguish fake data from real data; classify both real
and generated data correctly. Discriminator as input takes x
that can be either generated or real data from the training set
and outputs the probability D(x;θd) that x is real data. Thus,
during adversarial training, the discriminator maximizes

Ex∼pdata
logD(x;θd) + Ex∗∼pg

log (1−D(x∗;θd)) (1)

while the generator simultaneously tries to minimize it. It is
yet unclear what kind of data distribution the generator ends
up learning. An empirical study was conducted in [16] to
gain insight into a GAN’s capability to learn the targeted
data distribution. Experiments suggest they can fall short
in learning the targeted data distribution and often suffer
from mode collapse, i.e., a low amount of diverse samples
generatable from the learned mapping.

This work focuses on employing generative adversarial
networks for face image synthesis in an unsupervised manner;
more precisely, the focus is set on the black-box models in
which the learned data distribution is not explicitly known,
but we can sample from it. Through adversarial training,
the generator models data distribution pg by learning a non-
linear mapping G : Z → X from n-dimensional latent space
Z ⊆ Rn to the real image space X that enables generation of
new photorealistic images of human faces from random latent
(noise) vectors z ∈ Z .

The relation of semantic concepts shown on generated im-
ages and latent codes of different generative models has been
investigated in many works. Shen et al. in [18] explore the
GANs’ latent space encodings of varying semantics for face
image synthesis and leverage interpreted semantics together
with specific manipulation techniques to control facial at-
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tributes on synthesized images. Semantically meaningful trans-
formations of images generated from latent vectors acquired
with arithmetic operations in latent space are observed in [19,
20]. In [21], the authors tackle the problem of disentangling
Variational Autoencoder’s (VAE) latent space by dividing it
into class relevant and irrelevant dimensions. Bojanowski et al.
in [22] introduce the Generative Latent Optimization (GLO)
framework in which the latent vectors are learned freely in a
non-parametric manner.

The problem of modeling adequate latent space remains
an open subject. In [23], the authors analyze different para-
metric distribution priors for the GANs’ latent space, such
as Gaussian, uniform, gamma and Cauchy, and propose a
way to obtain appropriate non-parametric priors. However,
in practice, latent space elements are usually sampled using
simple distribution priors as multivariate Gaussian N (0, I) [2,
3] or uniform [19, 24] prior. The latent space dimension’s
impact on generative models’ final performance is rarely
discussed and somewhat arbitrarily chosen. In [25], the authors
analyze the chosen autoencoder latent space dimension’s effect
on its final performance. The latent dimension of GAN is
typically set to 100 [19, 24], but in literature, other dimensions
are also used, e.g., NVIDIA researchers use 512-dimensional
vectors in [3]–[5], [26] uses 64-dimensional latent vectors,
while the default latent dimension in [2] is set to 128.

To examine the latent space dimension’s effect on the data
distribution learned by the generator, we need an efficient and
objective way to evaluate multiple GAN models. Evaluation of
GANs often relies on visual inspection of the perceptual qual-
ity of generated images and related learned representations that
requires human intervention and is thus very time-consuming.
Despite the significant progress in generative image modeling,
the field still lacks quantitative evaluation measure that 1) is
easy to calculate 2) encodes desired properties such as quality
and diversity of generated images 3) detects overfitting, i.e.,
”punishes” pure memorization of the appropriate subset of the
training data.

This paper extends the conference paper [17], which gives
an empirical comparison of evaluation techniques commonly
used to evaluate GANs. While work from [17] focuses on
evaluating GAN models trained exclusively with conventional
100-dimensional latent vectors, the current paper quantitatively
and qualitatively evaluates data distributions learned using
various latent dimensions. We show that the GAN model can
learn semantically meaningful mappings from latent to image
space even when the latent dimension is reduced from the
usual 100 to a value such as 16. However, an increase of
latent size from the standard value 100 did not lead to visible
improvements in the quality of generated samples nor the
model’s generalization ability.

The rest of the paper is structured as follows. Section
II describes methods used to quantitatively and qualitatively
evaluate models trained using different latent dimensions.
Section III describes the dataset used to train GANs (III-A)
and gives implementation details (III-B). Obtained results are
discussed in Section IV. In Section V, concluding remarks and
directions for future work are given.

II. EVALUATION METHODS

Many different methods for GAN evaluation have been
proposed so far. Visual inspection of produced images is
the most intuitive way to evaluate generative models used
for image synthesis. However, visual inspection of generated
samples by human validators is expensive, biased towards
overfitted, low diversity models and limited by the number
of samples reviewable in a reasonable time. Thus, easy to
calculate and objective quantitative evaluation metrics are
desired for benchmarking generative models and final model
selection.

A. Quantitative Evaluation

The two most commonly used quantitative evaluation met-
rics, Inception Score [27] and Fréchet Inception Distance [28],
are both calculated using the Inception v3 Network [29] pre-
trained on the ImageNet [30] dataset.

1) Inception Score: Salimans et al. [27] proposed the quan-
titative Inception Score (IS) metric as an automatic alternative
to human validators. The idea is to capture the quality and
diversity of generated images in a single number using the
pre-trained Inception classifier. Inception Network’s output for
generated image x∗ is a vector p(y|x∗) of probabilities as-
signed to each of 1000 ImageNet classes. The IS is calculated
as

IS = eEx∗∼pgDKL

(
p(y|x∗) || p(y)

)
, (2)

where DKL

(
p(y|x∗) || p(y)

)
denotes the KL-divergence be-

tween conditional label distribution p(y|x∗) and marginal label
distribution p(y).

When x∗ is high-quality, i.e., contains a clear object, then
p(y|x∗) should be low entropy. High entropy of marginal dis-
tribution p(y) is expected when generated images are diverse.
If both desired properties are satisfied, then KL-divergence,
and hence IS as well, should be large. Thus, the least favorable
value of the IS is one; IS ∈ [1, 1000] [31]. In practice, an esti-
mate p̂(y) = 1

N

∑N
i=1 p(y|x∗i ) calculated on N generated im-

ages x∗1, . . . ,x
∗
N is used instead of real marginal distribution

p(y). Together with the approximation of the expected value

of KL-divergence that gives IS ≈ e
1
N

N∑
i=1

DKL

(
p(y|x∗

i ) || p̂(y)
)
.

Calculation of ten IS estimates with N = 5000 and reporting
mean value is recommended [27].

The IS has several drawbacks: it is sensitive to small
changes of Inception network’s weights [31], it is unable to
detect overfitting, and does not correlate well with human
judgment on problems that require synthesis of images that
are not similar to the ones from ImageNet [31, 32]. Despite
its shortcomings, the IS is still one of the most frequently used
quantitative metrics for GAN evaluation [31, 33].

2) Fréchet Inception Distance: Unlike the IS, which con-
siders only generated data, the Fréchet Inception Distance
(FID) [28] takes into account the similarity of generated
images and real images from the training set. The idea is
to embed generated and real images into a 2048-dimensional
feature space using the Inception Network’s coding layer
to capture vision-specific features. Then, calculate Fréchet
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Distance, i.e., Wasserstein-2 distance between obtained image
embeddings distributions of real and generated data, which are
assumed to follow multidimensional Gaussian distribution.

Let Xg ∼ N (µg,Σg) and Xr ∼ N (µr,Σr) be embedding
distributions of generated and real data, respectively. The FID
is calculated as follows:

FID = ‖µr − µg‖22 + tr
(
Σr + Σg − 2 (ΣrΣg)

1/2
)
, (3)

where µr, µg and Σr, Σg are sample estimates of given
means and covariance matrices. For estimate calculation, the
minimum sample size of 10000 is recommended to avoid
underestimating the real FID value. Lower FID values corre-
spond to more similar real and generated samples, and hence
better GAN models. [28] showed that FID is more robust
to noise and image distortions than IS. However, FID also
comes with its limitations. The assumption of Gaussian image
embeddings does not always hold in practice. Furthermore,
”memory” GANs that only memorize a subset of the training
data also achieve low FID values.

B. Qualitative Evaluation

While the quantitative approach to GAN evaluation is less
subjective, it may not correspond to human perception of
generated images’ quality. To complement the results of quan-
titative evaluation and check whether overfitting happened,
qualitative evaluation methods, which give better insight into
the model’s learned data representations and generalization
ability can be used.

1) Nearest neighbors: One way to check whether overfit-
ting happened is by displaying samples of generated images
together with their nearest neighbors from the training set -
training images most similar to them. The nearest neighbors
can be calculated pixel-wise using some similarity measure,
typically Euclidean distance. A drawback of Euclidean dis-
tance in this context is sensitivity to minor perturbations such
as shifting an image for a few pixels. Consequently, GANs
that generate transformed training data can pass such tests of
overfitting. The previous problem can be reduced by using per-
ceptual metrics and showing more than one nearest neighbor
[34]. The alternative approach uses features, i.e., embeddings
obtained by a classifier trained on a large-scale dataset, and
calculates feature-wise similarity to find the nearest neighbors.

2) Latent space interpolation: The generator’s ability to
translate interpolated points in the latent space in semantic
interpolations in the resulting images is one sign of good
generalization. The most common form of latent interpolation
is linear interpolation. Let z1, z2 ∈ Z be any two points in
the latent space. Linearly-interpolated latent points are given
by

zt = (1− t)z1 + tz2, t ∈ 〈0, 1〉. (4)

We are interested in how generated images G(zt) change
as we move from z1 to z2 via a linear path in the la-
tent space. Smooth, semantically meaningful transitions in
produced images infer that the model has learned relevant
data representations, while sharp transitions between images
indicate that data memorization has occurred [19].

3) Latent space arithmetic: Vector arithmetic can be used
to access points in the latent space from which new images
with desired properties will be generated, e.g., we can use
a linear combination α1z1 + α2z2 + · · · + αkzk, αi ∈ R
as the generator’s input to produce a new image with com-
bined semantic properties encoded in used latent vectors
z1, z2, . . . ,zk. If necessary, the linear combination should
be scaled appropriately to prevent possible diverging from a
model’s prior distribution. Linear interpolation, addition and
subtraction are special cases of linear combinations.

4) Disentangled representations: The quality of learned
data representation can be assessed by checking the disen-
tanglement property. Disentangled representation allocates a
separate set of directions in the latent space to different
semantic concepts in targeted data [35]. The presence of such
semantically meaningful directions can be verified by vary-
ing appropriate components of latent vectors and observing
changes in resulting images.

III. EXPERIMENTAL SETUP

The experimental study’s goal is to examine the effect
of the used latent space dimension on the final quality of
samples generated by the baseline GAN model. Quantitative
and qualitative evaluation methods mentioned in Section II
were used to assess the quality of generated images. For
implementation, we used Python 3.7.6 programming language
together with TensorFlow 2.1.0. machine learning framework
and Tensorflow.Keras API.

A. Dataset

As training data, we use large-scale CelebFaces Attributes
(CelebA) Dataset [36], which provides more than 200k images
of celebrity faces. The dataset contains images with large
variations in pose and background clutter, diverse people
and rich annotations. In all experiments, we use the resized
64 × 64 pixel version of celebrity images. Besides its use in
an unsupervised manner, such as image synthesis, the CelebA
dataset can also be employed for face attribute recognition,
face detection, facial part localization, and face editing tasks.

B. Model Architecture and Training Settings

For GAN models, we use Deep Convolutional Generative
Adversarial Network (DCGAN) architecture from [19], with
some incorporated recommendations from [37] for stable train-
ing throughout all experiments as in [17]. Detailed descriptions
of generator and discriminator architectures are given in Table
I and Table II, respectively. We train multiple GAN models,
which differ only in the dimension of latent space.

Latent vectors z are sampled from a Gaussian rather than
from a uniform distribution [37]. LeakyReLU activation func-
tion with parameter α = 0.2 is used on all non-output layers
[19, 37]. Batch Normalization [38] is applied before the activa-
tion function on all model layers except the generator’s input
and discriminator’s output layer [19]. Adam [39] optimization
algorithm with learning rate 0.0002, β1 = 0.5, β2 = 0.999
[19], and mini-batches of size 128 are used for training. All
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TABLE I
GENERATOR ARCHITECTURE

n ∈ {4, 10, 16, 50, 64, 100, 128, 256, 512}

Generator
Input n-dim latent vector z
Dense 4 · 4 · 1024 LeakyReLU
RESHAPE (4, 4, 1024)
Conv2D

Transpose
512 5× 5 filters,

stride 2 LeakyReLU

Conv2D
Transpose

256 5× 5 filters,
stride 2 LeakyReLU

Conv2D
Transpose

128 5× 5 filters,
stride 2 LeakyReLU

Conv2D
Transpose

3 5× 5 filters,
stride 2 tanh

Output 64× 64× 3 array
Num of params: n-dependent

TABLE II
DISCRIMINATOR ARCHITECTURE

Discriminator
Input 64× 64× 3 array

Conv2D
128 5× 5 filters,

stride 2 LeakyReLU

Conv2D
256 5× 5 filters,

stride 2 LeakyReLU

Conv2D
512 5× 5 filters,

stride 2 LeakyReLU

Conv2D
1024 5× 5 filters,

stride 2 LeakyReLU

Conv2D
1024 5× 5 filters,

stride 2 LeakyReLU

FLATTEN
Dense 1 sigmoid
Output probability that input is training data
Num of params: 17 238 273

networks’ weights are initialized using Gaussian distribution
N (0, 0.22) [19]. Training images are scaled between -1 and 1
to match the range of the generator’s output values.

During the training, checkpoints of the current model state
are saved and afterward used for final model selection. The IS
is calculated as the original paper proposes, with ten estimates
calculated using 5000 samples. For FID calculation, at least
10000 samples are required to avoid underestimation; we used
25000 in all experiments.

IV. RESULTS

A. Quantitative Evaluation

In [17], an empirical evaluation of the DCGAN model
trained with commonly used 100-dimensional latent space
was presented. Fig. 2 shows obtained results for two quan-
titative evaluation metrics, IS and FID. The ranking of saved
checkpoints by IS and FID considerably differs. Some models
ranked as the best by the IS are among the worst ones
according to the FID. For example, FID values of the latest
checkpoints are among greater ones, while the IS among these
checkpoints finds two out of the five best models (iterations
24500 and 28500). Fig. 3 shows a random sample of 36
images generated by each of the top-5 models according to
quantitative metrics’ evaluation results. The same seed is used
for all models, i.e., the same 36 latent vectors zi ∈ R100,
i = 1, . . . , 36. In this way, we can observe how synthesized
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Fig. 2. Quantitative evaluation scores for dim(z) = 100.

images change as the learning of the DCGAN progresses and
gain insight into conflicting rankings by visually examining
generated samples. Visual inspection of generated images
shows that FID models’ ranking agrees better with human
understanding of generated images’ perceptual quality. Third
and fourth-best ranked models by the IS suffer from a mode
collapse and produce distorted images. The third-best model
outputs only a small number of perceptually different images,
e.g., the first two images in row one (Fig. 3) are synthesized
multiple times from several different latent vectors. On the
other hand, FID properly punishes these models.

The IS is bounded with 1 ≤ IS ≤ 1000 (since there are 1000
classes in the ImageNet data) [31], where the highest possible
value denotes the best possible score. All IS values computed
on the synthesized face images are pretty low. They range
from 1.660 to the highest value of 2.785 from the iteration
9000. A low IS is obtained even on the real data. Latter is
the consequence of the discrepancy between face images and
images from the ImageNet dataset. Although widely used for
evaluating generative models when different datasets are used,
including datasets with face, flower, and bedroom images, as
the previous discussion suggests, the IS can be misleading in
the case of face image synthesis. Achieved results empirically
substantiate the allegation from [31] that IS should not be used
for GAN evaluation when generated images are not similar
to ImageNet data. Hence, in the following experiments, we
exclusively use the FID metric for the quantitative evaluation
of models.

In additional experiments, the DCGAN model is trained
using the latent dimensions ranging from 4 to 512. In Fig.
4, we can see how FID values change during the training for
four different latent dimensions dim(z) ∈ {4, 16, 100, 512}.
The FID values corresponding to the smallest latent dimension
dim(z) = 4 are almost always higher than ones from the other
three dimensions and hence worse. However, some regular
patterns can not be observed for the other dimensions from
Fig. 4. Although there is a large difference between latent
dimensions 16 and 512, their FID values intertwine during
the training and dim(z) = 16 outperforms dim(z) = 512 in
some iterations.

From boxplots in Fig. 5, we can see a more significant
decrease in medial and first quartile values of FIDs calculated
during the training for the first three latent dimensions 4,
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iteration 9000
IS = 2.785, FID = 73.68  

iteration 5000
IS = 2.715, FID = 93.63  
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Fig. 3. Top-5 ranked models for dim(z) = 100.
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Fig. 4. FID values during the training.
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Fig. 5. Boxplots of FID values per latent dimension.

10, and 16. Further increase of latent dimension results in
a slighter decrease of medial and first quartile values or
even their increase. An extensive range of FID values for
dim(z) = 100 is a consequence of the mode collapse present
in the last iterations’ checkpoints, consequently having greater
FID values [17]. Table III shows the top-5 FID results for all
latent dimensions. The best overall FID result is obtained with
128-dimensional latent space, followed by 100-dimensional
space. However, the last three checkpoints of latent dimension
100 in a top-5 ranking surpass the 128-dimensional ones.
From Table III and Fig. 6, we can notice how the increase
of small latent dimensions at the beginning notably improves
FID score, and afterward, around dimension 100, stagnation
happens.

The training of GANs comes with many challenges; they
are prone to different failures such as mode collapse, non-
convergence, and instability during the training [40]. Such
failures cause the generator to produce distorted or low-
diversity images. In our experiments, the most severe failures
are observed in the model with 100-dimensional latent space.
Around iteration 23000, the model starts to diverge, and mode
collapse happens. The latter results in high FID values in
iterations towards the end of the training, even higher than
the values of the 4-dimensional latent space, as can be seen
in Fig 4. Mentioned contributions to the high deviation of
the 100-dimensional model’s FID values are noticeable on its
boxplot shown in Fig. 5. However, when the best-achieved
FID results from Table III are considered, the 100-dimensional
model’s overall performance is rated second-best. In order
to fairly compare different latent dimensions and avoid false
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TABLE III
TOP-5 DOCUMENTED FID RESULTS PER LATENT DIMENSION

dim(z)

4 10 16 50 64 100 128 256 512

1. 56.749 37.772 31.084 30.070 30.873 26.971 26.335 28.717 27.671
2. 59.901 40.457 32.836 31.619 31.013 30.050 27.915 31.128 32.275
3. 60.573 41.116 36.919 31.863 31.135 30.813 32.353 32.572 34.153
4. 62.168 41.244 37.124 31.863 31.236 31.810 32.599 32.986 34.420
5. 63.903 45.313 37.498 33.572 31.935 31.949 33.825 33.593 34.655
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25
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40

45
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55
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best FID value

Fig. 6. Best achieved FID scores.

conclusions that can be made by considering only the final
model that can suffer from one of the possible failures, for
further qualitative analysis of the latent dimension effect on
the quality of generated images, the checkpoint with the best,
i.e., lowest, FID value is selected as the representative for a
given dimension.

B. Qualitative Evaluation

To further examine the generalization ability and learned
representations of the selected model, we use qualitative
evaluation methods.

1) Visual Inspection: By visually examining samples of
generated images, we notice that all models succeeded in
generating a fair number of convincible face images. Some
signs of redundancy in generated samples can be observed in
all models. However, more expressive redundancy is noticed
in lower-dimensional latent space models, especially in the
4-dimensional model. The 4-dimensional model generates
images of just a few faces with significantly different facial
attributes. For example, as shown in Fig. 7, most women have
similar facial features with slight diversities such as hair color
or head position. Additionally, almost all women in generated
images are smiling while men are serious. Redundancies in
GANs’ learned data representations can uncover imbalances in
the training data and can be further used for debiasing specific
computer vision models.

2) Nearest Neighbors: To check whether some good-
looking ”fake” images are only memorized training data, i.e.,
whether overfitting happened, we compare them with the
training images. Since manual comparison is not feasible,
we use a pre-trained network to find images in the training
data that are most similar to selected generated images. Fig.
8 shows five nearest neighbors (from the training data) of
three chosen images per each latent dimension dim(z) ∈

Fig. 7. Sixty-four random images generated with 4-dimensional latent space.
Images with similar facial attributes are similarly highlighted.

{4, 16, 100, 128, 512}. We can notice similarities between
generated images and their nearest neighbors, especially the
first one. However, neither model generated images entirely
identical to the training images, which means that generators
succeeded in learning meaningful and generalizable data rep-
resentation without severe overfitting.

3) Linear Interpolation: Next, we explore how interpola-
tions in latent spaces of different dimensions affect generated
images. To get discrete linear interpolation with N midpoints,
we calculated points z on a linear latent path as in Eq. (4) with
t ∈
{

1
N+1 ,

2
N+1 , . . . ,

N
N+1

}
. On interpolated images shown in

Fig. 9, we can notice smooth transitions from one synthesized
face image to another with present gradual semantic changes
for dim(z) ∈ {16, 100, 128, 512}. Here are a few examples:
(i) In the first row corresponding to dim(z) = 16, a serious
woman faced right gradually turns left and obtains a slight
smile. Moreover, as we move from z1 to z2, the hair becomes
more voluminous, and sunglasses start to appear on the image.
(ii) If we look at the first row of dim(z) = 100, a smiling
woman’s face gradually becomes serious and then slowly turns
to the right. The lack of diversity in images generated with
4-dimensional latent space is also notable in three women’s
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dim(z) = 4

generated
image

1.

2.

3.

4.

5.

dim(z) = 16 dim(z) = 100 dim(z) = 128 dim(z) = 512

Fig. 8. Five nearest neighbors of three chosen generated images per each latent dimension dim(z) ∈ {4, 16, 100, 128, 512}.

images, which are interpolated in Fig. 9. In the second row,
we can see the sharp transition of a dark-haired man’s serious
face into the blond woman’s face with a wide smile. Such
sharp transitions along linear paths suggest that learned data
representation does not generalize well.

4) Latent Space Arithmetic: Examples in Fig. 10 show that
adding and subtracting vectors in considered latent spaces
result in new synthesized images that in a meaningful way
combine properties of images generated from used latent
vectors, i.e., we get serious woman + serious man = smiling
man in all cases except when using latent dimension four.
As already discussed, when 4-dimensional latent space is
used, the generator mainly produces smiling women’s images.
Therefore, it was harder to find a generated image of a serious
woman with satisfying perceptual quality in this case. How-
ever, the arithmetic operations result still contains combined
features of the used images (longer hair, the sign of eyeglasses,
darker skin tone) but not in the way we expect.

5) Disentangled Representation: In Fig. 11, we show disen-
tangled property examination results for five latent dimensions.
By moving in different directions in the latent space, we notice
different semantic changes in generated images such as: adding
glasses and smile to a given face

(
d
(100)
3

)
, slight head-turning

to the left with the lessened smile and changes in the face
attributes

(
d
(128)
2

)
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)
. Desired disentanglement

property of mentioned models additionally confirms that the
generator has learned a meaningful mapping from latent to
image space. Walk in the 4-dimensional latent space in the
given directions results in images with entirely different facial
attributes, which usually do not correlate visually with the
originals. We also obtain almost identical new images even
when moving from different starting points as in d

(4)
2 and
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Fig. 9. Linear interpolations for dim(z) ∈ {4, 16, 100, 128, 512}. Every
row corresponds to discrete linear latent walk from z1 to z2, with N = 5
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dim(z) = 100 dim(z) = 512dim(z) = 16dim(z) = 4 dim(z) = 128

Fig. 10. Latent space arithmetic. Similar to [19], we examine what happens
with generated images when we try to do the following arithmetic in the latent
space smiling woman - serious woman + serious man.

d
(4)
3 . In the 16-dimensional case, even when new images are

significantly altered versions of the starting ones as in d
(16)
1 ,

some features from the original images can still be recognized
on them, such as sunglasses in the second image, hair parting
(bangs), lips, and chin shape in the third image.

V. CONCLUSION

When it comes to setting initial priors on latent space,
the choice of used latent dimension is usually reduced to
selecting a commonly used value without questioning its final
impact on the generative model’s performance. This paper
investigates the latent space dimension impact on GAN’s
ability to synthesize plausible and diverse face images and
learn a semantically interpretable latent representation of data.

Visual inspection of the synthesized images combined with
quantitative and qualitative evaluation suggests that reducing
the common latent dimension 100 still enables the generative
model to create new compelling face images. The increase
to larger values such as 256 and 512, in our experiments,
did not result in enhanced synthesis of new face images
nor improved data representations. However, a significant
improvement in GAN performance is captured in the initial
increases of the latent dimension starting at dimension 4.
After initial improvements, a further increase in the latent
dimension has a milder positive effect on GAN performance
until a point after which quantitative estimates show slighter
degradation of learned mapping. Considering both quantitative
and qualitative results, dimensions 100 and 128 seem to be the
most prominent in our settings. However, experiments infer
that all reasonable, not too small, latent dimensions such as
standard dim(z) ∈ {100, 128, 512} are a good starting point
with comparable final performance and generalization ability.

The regular latent dimension 100 exhibits FID values’
highest deviation. Considering its average FID ranking, it is
placed as the third-worst model, while taking into account
only the performance at the end of the training places it in

dim 𝑧𝑧 = 128

dim 𝑧𝑧 = 4

𝑑𝑑1
(100)

𝑑𝑑2
(100)

𝑑𝑑3
(100)

dim 𝑧𝑧 = 512

𝑑𝑑2
(512)

𝑑𝑑3
(512)

𝑑𝑑1
(512)

𝑑𝑑1
(16)

dim 𝑧𝑧 = 16

𝑑𝑑2
(16)

𝑑𝑑3
(16)

dim 𝑧𝑧 = 100

Fig. 11. Disentenglement property for dim(z) ∈ {4, 16, 100, 128, 512}.
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the convincing last place. Still, the overall performance of the
model trained with a 100-dimensional latent space place shows
notable results and provides a second-best result in a single
test. Because of the possible failures and instabilities in the
GANs training procedure, no matter the chosen latent dimen-
sion, one should monitor the model’s performance during the
training and choose the best-performing model instead of the
one obtained after the last training step in order to produce
synthesized images of higher quality at the inference time.

In this work, we discuss the latent space dimension’s effect
on the quality of fixed-size generator’s output (64×64×3). In
the future, it would be interesting to explore the relationship of
the latent space dimension, the size of synthesized images, i.e.,
generator’s output, and final quality of generated samples; to
analyze how the increases of generator’s output size to values
such as 128×128×3 or even greater values as 512×512×3
and 1024×1024×3 affect the perceptual quality of synthesized
images for given latent dimensions. Combined with the anal-
ysis of related computational costs, such a study could give
practical guidelines for choosing appropriate combinations of
latent space dimensions and image sizes.
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