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Abstract: This paper presents the implementation of a reprogrammable PLC system as a monitoring control tool in the actual operating environment of a compressor station. 
A neural network is used to recognize the temperature pattern and to predict the temperature on the compressor station. A cooling system is installed for the optimization 
purpose of the observed system. The research was conducted in three stages in real working conditions within the production hall. The difference in temperatures with and 
without the added cooling system is shown. There are gaps in this research that represent opportunities for future development, therefore recommendations for further 
research are given. 
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1 INTRODUCTION 
 

One of the important factors that affect the lifespan of 
electrical equipment is certainly temperature generated 
inside and outside of the observed device. The term 
"device" refers to any type of engine, propulsion engine, 
the composition of interconnected machines in a facility or 
another device.  In this paper, we analyze the operating 
systems that do not have a built-in cooling system. 

The impact of heat on the engine's lifespan is huge. A 
Swedish physicist Svante August Arrhenius (1859 - 1927), 
often referred to as the founder of physical chemistry as a 
science, came to the realization that at different 
temperatures the rate of a chemical reaction depends on 
temperature [1]. 

The use of artificial intelligence in previous research 
shows a great potential for various purposes in modern 
production technologies [2-8]. T. Chaudhuri et al. [9] used 
artificial neural network to reduce power consumption in 
air conditioners and mechanical ventilation systems. Their 
proposed model shows an energy-saving potential of 
36,5%. In a paper written by J. Reynolds et al., [10] the 
neural network has the task of predicting energy demand in 
relation to the possibility of supply from renewable energy 
sources. This strategy resulted in a profit increase of 
52,92%, while CO2 emissions were reduced by 3,75%. A. 
Afram et al., in their study [11] reduced the operating costs 
of residential HVAC systems between 6% and 73% 
depending on the time of year. Their algorithm gives 
between 6% and 59% better predictive results in relation to 
the default algorithm of MATLAB® software package. A. 
Noroozi et al., [12] inspired by the neural network, genetic 
algorithm, and particle swarm successfully implemented 
an algorithm with an adaptive learning approach when 
planning problems with machines in serial production. 

There are various programmable logic controllers 
(PLCs) on the market that have the tasks of managing and 
monitoring industrial production systems [13-15]. E. R. 
Alphonsus et al., in their review, showed that the use of 
simple or extremely complicated PLCs has its 
disadvantages, but they are far smaller than the advantages 
of such devices [13]. Since the industry is progressing on a 
daily basis and the use of artificial intelligence in the 
industry is our present and not a far future, in this paper we 

propose a new kind of PLC, which serves as a control-
monitoring unit [16]. Predictive maintenance methods 
have been gaining increasing attention in recent years [17, 
18]. However, the use of techniques for optimization and 
decision-making regarding the maintenance of multi-
component systems is still an under-explored area. 

According to [17], the authors aim at optimal planning 
in the maintenance of multi-component systems based on 
prognostic/predictive information with consideration of 
different dependencies on system components. They 
presented dynamic predictions policy with system 
maintenance while minimizing the mid-term maintenance 
costs per unit of time. 

The purpose of this paper is to use a neural network for 
optimization on the compressor station operation mode by 
adding a cooling fan to the system. Optimization is done in 
order to extend the compressor's lifespan, reduce the power 
consumption with the added fan and for preventive 
maintenance of the system. Predictive methods are 
analyzed and used for the purpose of accident prevention 
of the observed production system. 

The next section presents a description of the observed 
system. The device with which measurements were carried 
out was also presented.  An analysis of results is presented 
in section three while chapter four shows system 
optimization by using a neural network. In the last chapter 
conclusion and proposal for future work are given. 
 
2 DESCRIPTION OF THE OBSERVED SYSTEM 
 

The research was conducted at the compressor station 
at the enterprise "Đuro Đaković Aparati d.o.o" in 
SlavonskiBrod. The measurements were carried out 
through three stages in the actual operating conditions of 
the compressor station. In the first stage, the temperature 
on the compressor station was measured under different 
load degrees in 10 working days. The second stage 
included measurements lasting a month where the 
temperature was measured at the most critical place on the 
compressor which is under pressure at about 300 bars in 
the fourth degree of operation. The room ambient 
temperature is measured and considered. In the third stage, 
the final measurement was performed and the temperature 
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of the compressor was measured when the compressor was 
cooled by a 0,12 kW single-phase fan motor.  

A monitored compressor is part of a compressed air 
production plant used to drive CNC machines, hand 
grinders, and pressure testing on bottles with compressed 
air. The compressor pressurizes the air for filling bottles for 
supply purposes to about 200 bars. The compressed air in 
the bottle is reduced further to 6 - 7 bars and distributed to 
the consumption points. 

Fig. 1 gives an overview of the compressor station 
where: 
1. Measuring device (Telematiks), 
2. Electromotor on the compressor station, 
3. A bottle filled with compressed air. 
 

 
Figure 1 Compressor station type SVB 1300/359 

 
The observed compressor is type SVB 1300/359 with 

a power of 32 kW, 14,5 liters of oil filling and a maximum 
speed of 1470 rpm and cooled by the ambient room air 
temperature. The electromotor of the compressor station is 
1570 mm long, 1050 mm wide, 1085 mm high, and 690 kg 
in weight. The compressor has 4 degrees of operation (4 
cylinders, 4 plungers), where degree 1 operates at about 
50bar and the degree 4 to a maximum of 350 bar. A load 
of compressed air consumption depends on how many 
devices are included in the system. Usually, there are two 
CNC machines that operate 16 hours per day. 

A device called Telematiks [16], patented in 2016, was 
used for the measurement. Although Telematiks has been 
presented and patented for other purposes, its application 
is of a wider range. Since the device is fully 
reprogrammable (besides various types of measurements), 
it is possible to use it to remotely control individual 
systems or for automatic control using any type of artificial 
intelligence. Telematiks via the IoT (Internet-of-Things) 
platform provides access to the measured data to the end-
user (operator) of the system in real-time. Fig. 2 shows the 
measuring probe (1) placed at the most critical location of 
the compressor. 
 

 
Figure 2 Measuring probe placed at the most critical place of the 

compressor 

If the compressor station stops working due to high 
temperatures on the compressor, it is to be expected that 
such a repair will take about 10 days. One hour of 
stagnation on the compressor station costs 18 euro + VAT 
per CNC. It follows that 1 day of stagnation costs 555 euro 
+ VAT (data obtained from the director of the company). 
If CNC machines have not made a significant supply so 
that other machines can continue to operate, the cost of 
stagnation increases significantly. It should be noted that 
the compressor station has a supply of compressed air for 
about 24 hours, which allows the smooth operation of the 
machines due to minor failures. 
 
3 ANALYSIS OF RESULTS 
 

In the first stage of the research, compressor 
temperatures under different load degrees were measured. 
Temperatures were measured when the compressor was in 
the first (T1) and fourth (T2) operating degree. From the 
results given in Tab. 1, it can be seen that the daily 
maximum temperature in the first degree of the operation 
is 34,5 °C, while in the fourth operating degree temperature 
is 98,6 °C. The measured minimum temperatures were 10,4 
°C. According to [19] the atmospheric temperature on the 
day of measurement ranged between 7 - 12 °C, an average 
of 9,5 °C. It follows that the minimum temperature is 
almost atmospheric. 
 

Table 1 Descriptive statistics of the first stage of measurement 
I. stage T1 / °C T2 / °C 

x̅ 17,52 24,99 
Tmax 34,50 98,60 
Tmin 10,40 10,40 
σ 7,77 21,61 
σ2 60,36 466,75 

 
In the second stage of the research, the temperature 

(T2) was measured at the most critical place of the 
compressor, which is under pressure at about 300 bar in the 
fourth degree of operation and the room temperature (T1). 
The external atmospheric temperature was also considered 
[19]. The total results obtained are given in Tab. 2. The t-
test confirmed that there is no statistically significant 
difference in the minimum and maximum temperatures by 
the days of measurement. 
 

Table 2 Descriptive statistics of the second stage of measurement 
II. stage T1 / °C T2 / °C 

x̅ 27,19 33,86 
Tmax 43,90 102,90 
Tmin 19,50 21,10 
σ 3,68 13,59 
σ2 13,56 184,61 

 
In the third stage of the research, a fan was added as a 

cooling system for the compressor station. The 
measurements were performed in the same way as in the 
second stage of the research. From Tab. 3 it can be seen 
that the average maximum temperature in the fourth degree 
of operation was 66,5 °C, which is 35,4% lower maximum 
temperature compared to the average maximum 
temperature without an added fan. 
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Figure 3 Box diagram of temperatures when the fan is on/off 

 

 
Figure 4 The difference in temperature on the compressor when a) the fan is 

turned off, and b) the fan is turned on 
 

The average minimum temperature is almost identical 
to the average atmospheric temperature according to [19]. 
 

Table 3 Descriptive statistics of the third stage of measurement 
III. stage T1 / °C T2 / °C 

x̅ 34,95 48,41 
Tmax 40 66,50 
Tmin 26,10 26,40 
σ 3,8 14,01 
σ2 14,47 196,18 

 
In each day of measurement, the starting temperatures 

of the compressor are nearly identical to the atmospheric 
air temperature. Minimum temperatures in the lower 
quartile in Fig. 3 show a lower initial temperature value 
when the fan is on due to atmospheric air temperature. 

Differences in temperature on the compressor when 
the fan is turned on and turned off are shown in Fig. 4. 

When the compressor is on, its average operating time 
is 1 hour and 12 minutes. From the moment the compressor 
reaches the top value of temperature, it takes an average of 
1 hour and 21 minutes until it cools down. It follows that 
the cooling time of the compressor is 58,33% faster when 
the compressor station has an added fan cooling system. 
The compressor is considered as cooled down when the 
difference between the compressor temperature and the 
atmospheric temperature does not exceed 5 °C. 
 
4 SYSTEM OPTIMIZATION USING A NEURAL NETWORK 
 

Adding a fan in the existing system (Fig. 8) provides 
the optimal temperature of the compressor. The fan is 

controlled by a neural network. The default ratio of 70% - 
15% - 15% in the MATLAB® [20] software package was 
used for learning, validation, and testing of the neural 
network. Fig. 5 shows the results obtained in the process of 
learning the neural network. 
 

 
Figure 5 Results in the neural network learning process 

 
Out of a total of 40280 measured data, 7120 data (1780 

logs) were measured in the first stage of measurement, 
32740 data (8185 logs) were measured in the second stage 
and 420 data (105 logs) were measured in the third stage. 

Fig. 6 shows a neural network with input and output 
parameters, where: 
Tmin Minimum temperatures per day of measurement, 
Tmax Maximum temperatures per day of measurement, 
T1 Room temperature, 
T2 The temperature of the compressor, 
tp Average compressor operating time per measurement 
day, 
Tpr The predictive temperature of the compressor. 
 

 
Figure 6 Neural network architecture of cooling fan system 

 
A device [16] controlled by the neural network 

performs measurements of engine temperature, ambient 
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room temperature, and controls the operation of the engine 
and cooling system. The control device sends the measured 
data to the IoT user system with a graphical display at a 
remote location. In this way, in addition to the control 
component, a real-time monitoring system component is 
obtained. In the observed system, the control unit switches 
on the cooling system when the engine temperature reaches 
more than 60 °C and switches it off when the temperature 
is lower than 40 °C. If the temperature reaches a critical 
value set at 110 °C, the control unit switches off the engine 
until the cooling system cools it down to 80 °C. The model 
of the observed system is given in Fig. 7. The actual 
appearance of the compressor station and system with the 
addition of a fan is shown in Fig. 8. 
 

 
Figure 7 Cooling fan system model 

 

 
Figure 8 Added fan (1) as the cooling system on the compressor station (2) 

 
The neural network was constructed as a 

MultipleLayerPerceptron (MLP) according to [21-26]. 
Two hidden layers were used because increasing the 
number of hidden layers did not yield better results. The 
error histogram for 9965 logs is shown in Fig. 9. The errors 
between the data used for training, validation and model 
testing are at ε = 0,001. The minimum acceptable 
prediction accuracy of this model is 90%. 

The authors of [27-30] were using the Root Mean 
Square Error (RMSE) as a criterion for evaluating the 
model. The disadvantage of quality measures used by 
squaring the individual error due to which higher values of 
individual error take a larger share in the overall results and 
thus give greater importance to greater deviations [31]. 
Šarić et al., [32] used a neural network in the Maintenance 
Planning of Metallurgical Equipment. By further 
optimizing their model, RMSE takes on values averaging 
3,7%. 

For validation of the model shown in Fig. 10 RMSE is 
6,455%. Since RMSE depends on the range of variable 
value according to P. Matić [31], it is important to note that 
the database used to train, validate, and test this neural 
network has big jumps in temperature values resulting in a 

large RMSE percentage. Although this result is acceptable, 
in further research it is necessary to use a larger number of 
samples because in this way the neural network would 
recognize a pattern of repetition of such outlying 
temperature values. Also, the results would certainly 
improve by using big data analysis, adding additional 
variables, considering age of the device. 

The R factor did not change significantly and it ranged 
from 0,81 to 0,87. A graphical representation of the linear 
regression is shown in Fig. 11. 
 

 
Figure 9 Error Histogram 

 

Figure 10 Validation performance 
 

Figure 11 Linear regression 
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5 CONCLUSION 
 

In addition to turning the fan on and off, this neural 
network has other tasks. Those tasks are: 
- collecting measured temperatures in real time, 
- recognizing the temperature pattern on the 
compressor, 
- predicting the temperature on the compressor, 
- turning off the compressor if the temperature rises after 
turning the fan on, 
- sending feedback to the system user (operator) through 
a web interface or SMS in real-time (system monitoring), 
- alerting the users in the room where the system is 
located with an alarm sound signalling the case of failure 
or when the temperature reaches 10% higher temperature 
than the critical value, 
- sending SMS to the operator when an alarm with 
predefined relevant data (eg. temperature value) is 
activated. 

With the proposed system, the maximum average 
engine temperature is 35,4% lower than the average 
maximum temperature without an added fan. Compressor 
cooling time is 58,33% faster when the compressor station 
has an added fan cooling system. 

RMSE of 6,455% implies further optimization of the 
proposed model by using some other new variables in 
future research. Based on absolute quality measures, it is 
not possible to set general limits (acceptable and 
unacceptable) of the prediction accuracy and make a model 
classification, so relative quality measures should be used 
for this purpose [31]. Extended measurements on all four 
operation degrees of the compressor in future research are 
proposed. 
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