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Business intelligence systems are in wide-
spread use today due to the many business bene-
fits. Users are one of the key stakeholders in the 
business intelligence process. For optimal system 
adaptation, the user should be able to interact with 
the application in order to improve its capacity to 
contribute to decision-making. For the business 
intelligence process itself to be effective, it is nece-
ssary to define the user needs regardless of the type 
of work they do. If the user is satisfied and thinks 
that the system improves his/her performance or 
the quality of decisions made, they will want to use 
it even more. System usage has sometimes been 
viewed as a direct reflection of system performan-
ce; however, this is difficult to define in organizati-
ons where system usage is mandatory. Business in-
telligence systems are  especially mandatory to use, 

as they are used in large organizations and require 
greater investment than other systems. This is why 
it is important to investigate the nature of system 
usage and its impact on individual performance. 
This research model deals with determinants that 
represent dimensions of the information system’s 
success theory. Those determinants are: user sa-
tisfaction, intention to use, system usage, and in-
dividual performance. Obtained results show that 
increased user satisfaction and intention to use, 
lead to increased system usage and that both the 
increase in user satisfaction and system usage lead 
to a rise in individual user performance.

Keywords: Business Intelligence (BI), indi-
vidual performance, user satisfaction, system us-
age, voluntariness of use

1. INTRODUCTION
Business intelligence encompasses a

wide range of definitions that can be ap-
plied differentl  to the different problems 

explored, depending on the perspective. 
Likewise, organizations may have diffe -
ent perceptions of the concept of business 
intelligence, depending on the business 
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environment in which it is used. Business 
intelligence is designed to provide decision-
makers with information with which they 
can act in a timely manner, in an appropri-
ate place, and mode of action, making the 
best possible decisions for the business 
environment (Negash, 2004). Business in-
telligence is defined as “a voluntary pro-
cess whereby a firm can scan and absorb 
information from a turbulent environment 
to detect an available opportunity while 
minimizing the threats associated with un-
certainty” (Cheng et al., 2020). Business 
intelligence systems use many business pro-
cesses, resources, users and continuously 
produce information that enables business 
decisions (Brichni et al., 2017). 

Current trends and data overload cre-
ate the need to invest in these systems; 
however, only the environment and sudden 
changes faced by organizations require that 
the business intelligence system adapts to 
these changes (Cook & Nagy, 2014; Foshay 
& Kuziemsky, 2014). Consequently, it is 
important that business intelligence systems 
are constantly measured and (evaluated) to 
ensure their constant evolution (Brichni et 
al., 2017). Business intelligence systems 
are informative: they are objectively not 
necessary for doing business, so the fo-
cus on customer satisfaction and their use 
of the system itself is an obvious impera-
tive (Wieder et al., 2012). This imperative, 
therefore, needs to be realized to achieve 
the purpose of implementing the system it-
self, and its profitabilit .

As business intelligence becomes more 
and more integrated into firms around the 
world, there is a need to analyze and un-
derstand the factors that impact individual 
business performance. Research shows that 
among the two most important problems in 
business intelligence are increasing busi-
ness performance and improving decision 

making (Molensky et al., 2010). Recent 
works emphasize the importance of inte-
grating a business intelligence system with 
organizational knowledge, thereby improv-
ing an organization’s decision-making, risk 
management, and intellectual capabilities 
(Mathrani, 2021; Yiu et al., 2020). On the 
other hand, Moyo and Loock (2021) 
analyze the role of cloud-based solutions in 
supporting the use of business intelligence. 
Another focus in the papers is to study the 
impact of business intelligence on 
organizational efficiency (Masa’Deh et al., 
2021).  Also, the focus of some authors was 
on the level of adoption and the importance 
of business process management (BPM) 
and business intelligence systems (BIS) in 
achieving better firm performance (Vugec 
et al., 2020; Vukšić et al., 2013). 
Measurements of the performance of 
business intelligence systems have at least 
three purposes: to prove that it was worth 
investing time and money in them (Sawka, 
2000), to improve the management of 
business intelligence processes in terms of 
meeting customer needs, and to determine 
whether the business intelligence process 
itself is effective (Herring, 1996). 
Measurements of the business intelligence 
system are not as simple because its 
benefits are not immediately evident.

Many benefits of business intelligence 
are non-financial or intangible, such as in-
creasing the quality and providing timely 
information (Hannula & Pirttimaki, 2003; 
Nelke, 1998), so user perception is often 
used as a perspective to reflect system per-
formance. Also, Ahmad et al. (2020) ob-
serve BI through the prism of economic, 
financial, and environmental sustainability. 
It is also important to emphasize that meas-
urement of business intelligence is easier on 
the level of business processes than on the 
company level (Bordeleau et al., 2020).
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This paper analyzes the contribution of 
business intelligence through a widely ac-
cepted model of information systems per-
formance (DeLone & McLean, 1992) made 
up of user satisfaction, system use, and 
individual performance. The model was 
adapted from empirical research focused on 
business intelligence systems (Hou, 2012; 
Wieder et al., 2012). The model proposed 
in this research deals with several interde-
pendent variables that make up the dimen-
sions of the information systems’ success 
and are related to the system users’ perspec-
tive, opinions, attitudes, and experiences. 
These variables are: user satisfaction with 
the business intelligence system, use of a 
system that includes the level and intention 
of use, and individual contribution (DeLone 
and Mclean, 1992), which will be viewed 
in this study as individual user performance 

(Hou, 2012). The model is designed to de-
termine the relationship between system use 
and customer satisfaction and their further 
impact on individual performance.

2. DEVELOPMENT OF
CONCEPTUAL MODEL AND
HYPOTHESES
This paper tests a conceptual model that

examines the impact of satisfaction and use 
of business intelligence systems on indi-
vidual business performance and the effect
of voluntariness on the use of business in-
telligence systems. The conceptual model 
is based on the theoretical assumption of 
information systems success theory. The 
conceptual model is graphically presented 
by Figure 1. 

Satisfaction 

BI system usage 

Voluntariness 

Individual job 
performance 

H1 

H2 

H3

H4

BI system 
success 

Figure 1. Conceptual model
Source: Authors.

2.1.	 User satisfaction and BI system 
usage

User satisfaction is defined as the degree 
to which users feel that the information sys-
tem they use in their day-to-day business 
activities meets their own needs (Ives & 
Olson, 1984). Satisfaction with the business 

intelligence system is used as a substitute 
indicator of the success of information sys-
tems. Also,  subjective measures are used 
to determine satisfaction with the system 
as well as its performance. However, in-
formation system satisfaction is not a suf-
ficient variable to investigate performance. 
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An alternative approach is defined that can 
more accurately show the effects of the 
business intelligence system: subjective 
measurement of the  system’s effectiveness.
The method is based on the perceived satis-
faction of the employee, decision-maker, or 
user, depending on the observed problem.

An additional, most commonly used 
measure of information system success is 
the use of the system.  It is defined as the 
degree of usability by the user of the sys-
tem, which is determined by modality, man-
ner, and purpose of use (Ives and Olson, 
1984). The use of the system is one of the 
factors that define the optimality and ben-
efits obtained from business intelligence 
applications (Jooste et al., 2014). In terms 
of its  relationship with user satisfaction 
researchhas found that the use of the sys-
tem must precede the satisfaction with the 
system from the perspective of the process, 
but a positive experience with the system 
will cause increased use, which means that 
increased satisfaction with the system will 
lead to increased use (DeLone and McLean, 
2003). On the other hand, the analysis of 
the correlation between the use of infor-
mation systems and the performance of in-
dividual users has generated inconsistent 
results; from small to irrelevant correlation 
of the mentioned variables to even nega-
tive correlation. Therefore, it is necessary 
to examine whether it is adequate to apply 
the chosen model of satisfaction with the 
system, and if possible, connect it with the 
use of the system when researching the con-
nection with individual performance (Hou, 
2012).

In the past, information systems re-
search has adopted several usage mea-
sures, including intended use, frequency 
of use, self-reporting (personal perception) 
of use and actual use (Petter et al., 2008). 
Usually, users who use the system often 

tend to underestimate or overestimate their 
use. Accordingly, the use not consid-
ered a strong measure, although not ev-
eryone shares this opinion. For example, 
Venkatesh, Thong and Xu (2012) found a 
significant connection between the inten-
tion to use and the use of the system. In 
general, no consensus has been found on 
measuring usage and whether the frequency 
of use is an adequate measure. One of the 
suggestions is to prioritize the effects rather 
than  the frequency or length of use of the 
information system (Petter, DeLone and 
McLean, 2008).

Satisfaction was considered in this pa-
per as an individual feeling of satisfaction, 
which results from comparing the observed 
effect to the expectations (Chiu et al., 
2005). In previous research, satisfaction has 
very often been linked to the use of infor-
mation systems (Gelderman, 1998; Pereira 
et al., 2015; Rouibah et al., 2009). From the 
stated above, we define the hypothesis

H1: Satisfaction with the business in-
telligence system positively influences the 
business intelligence (BI) system use.

Measuring IS use is a broad term that 
can be considered from several points of 
view. Urbach and Müller (2012) state that 
“in the case of voluntary use, the actual use 
of IS may be an appropriate measure of its 
success”. The voluntariness of use in this 
paper is defined as “the degree to which an 
individual perceives that he or she has a 
choice to use or not use IT, is an important 
concept that also influences the intention to 
use information technology” (Kijsanayotin 
et al., 2009). DeLone and McLean (2003) 
emphasize that the intention to use has a 
positive effect on the actual use of the in-
formation system. However, the use of the 
system is a factor that is often criticized and 
/or neglected in research. Previous bench-
mark tests have used usage objectively 
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by recording connection time, functional-
ity used, or frequency of use. As argued 
above, the time and frequency of use do not 
guarantee the success of its use. Therefore, 
some authors resorted to subjective meas-
ures by examining the perception of the use 
of the system (e.g., DeLone, 1988). Petter, 
DeLone and McLean (2008) claim that use 
is a variable which is either wholly volun-
tary or completely mandatory. Therefore, it 
is important to explore both this aspect and 
how it affects the general use of the system. 
We formulated the following hypothesis:

H2: Voluntary system use has a positive 
influence on the business intelligence (BI) 
system use.

2.2.	 Individual  job performance
The term individual job performance 

will be used to measure “the extent to 
which users’ productivity increases” (Yim 
& Shin, 2014). Evaluating the success of 
the use of business intelligence systems is 
challenging, given several facts. First, there 
is a lack of objectively measurable vari-
ables and the heterogeneity of the systems 
used. Therefore, two predictors of individ-
ual performance have been discovered in 
the literature, namely satisfaction and use 
of the system, as also emphasized in previ-
ous studies by DeLone and McLean (1992), 
who proposed that the two are the key links 
with information quality and individual 
contribution.

The relationship between the use of in-
formation systems and the individual con-
tribution of users is complex (Hou, 2012). 
Previous research has produced mixed re-
sults regarding the impact of use on indi-
vidual job performance within information 
system research.  Research by Goodhue 
and Thompson (1995) and Igbaria and Tan 
(1997) found a positive impact on individ-
ual performance, while Lucas and Spitler 

(1999) study found neither a negative nor a 
positive impact, and Szajna and Scamell’s 
study even found a negative effect on indi-
vidual job performance.

Empirical study by Yim and Shin (2014) 
demonstrates the effect of information sys-
tem use on individual job performance. 
Petter, DeLone and McLean (2008)  focus 
on the results of several studies which have 
concluded that the use of the system has 
led to improved decision-making. Some 
authors have established a relationship 
between the duration of system use (as a 
measure of use) and performance (Yuthas 
& Young, 1998), while others have found a 
positive relationship between use and task 
performance (Burton-Jones & Straub, 2006) 
or a positive relationship between intention 
to use and improvement in job performance 
(Halawi et al., 2007). For more exam-
ples, see also Yim and Shin (2014), Livari 
(2005). Wu and Wang (2006).

Furthermore, it can be concluded that 
the extent of system usage can be a proxy 
of information system success and, thus, 
considered one of the determinants of in-
dividual business intelligence system per-
formance. In fact, some researchers believe 
that information system usage directly and 
positively affects the perceived 
performance of individual users (Igbaria 
and Tan, 1997).

Many benefits can be derived from the 
use of business intelligence systems, and 
the most commonly cited in the literature 
are: efficiencye, speed and ease of access to 
information, IT savings, increased customer 
satisfaction, and improved competitive-
ness (Cupoli et al., 2013; Hočevar & Jaklič, 
2010). Ultimately, although the evidence on 
the relationship between the use of IS and 
individual performance is mixed, ranging 
from negative to moderate to positive ef-
fects, it can be assumed that information 
systems do not have the ability to improve 
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performance if end users do not use them. 
Goodhue and Thompson (1995) emphasize 
exactly this, namely that information sys-
tems must be used if improvement in indi-
vidual job performance is to be achieved. 
Following the logic, it is expected that in-
creased use of IS will improve individual 
job performance. Thus, we present the 
following hypothesis:

H3: The use of business intelligence 
(BI) systems positively influences individual 
job performance.

When it comes to user satisfaction 
with information systems, many studies 
have found that user satisfaction is a criti-
cal determinant of their success (DeLone 
& McLean, 1992; Doll & Torkzadeh, 1988; 
Igbaria & Tan, 1997). In the post-imple-
mentation phase of the business intelli-
gence system, customer satisfaction is one 
of the primary indicators and a measure 
of the success of the implementation itself 
(Sangar & Iahad, 2013). Further, DeLone 
and Mclean (2003) believe that an increase 
in personal satisfaction with using an in-
formation system leads to an increase in 
the use of the system itself. Many studies 
attach importance to customer satisfaction 
as a measure of overall success in organi-
zations (Bailey & Pearson, 1983; Ives & 
Olson, 1984). Individual user performance 
can indicate that an information system has 
provided a better understanding in the con-
text of decision making, contributed to im-
proved productivity, or even changed user 
attitudes to the importance and usefulness 
of the information system itself (DeLone 
and Mclean, 1992).

In information systems research, the 
positive relationship between satisfaction 
and individual job performance has often 
been studied (Petty et al., 1984; Sharabati, 
2015; Tam & Oliveira, 2016). Precisely 
such a link between customer satisfaction 

and individual performance, advertised by 
precise work performance, feedback, skills 
required to achieve efficiency and feed-
back, has been demonstrated by Guimaraes 
and Igbaria (1997). In their research, Petter, 
DeLone and McLean (2008) sum-marized 
the strong association of user sat-isfaction 
with the benefits of the system (Iivari, 
2005). Information systems man-agement 
researchers have been engaged in 
evaluating the performance of information 
systems since the 1980s (Etezadi-Amoli & 
Farhoomand, 1996; Schewe, 1976). 
However, the lack of objective measures 
has resulted in a measure of system qual-
ity, information quality and use, personal 
and organizational contribution, using user 
perspective and performance (DeLone and 
Mclean, 1992; Etezadi-Amoli and 
Farhoomand, 1996). In conclusion, with all 
stated above, we formulated hypothesis as 
follows:c

H4: Satisfaction with the business intel-
ligence (BI) system positively influences in-
dividual job performance.

3. METHODS
A quantitative research design was used

to test the conceptual model. The respond-
ents who participated in the research were 
employees, with access to business intelli-
gence systems at work.

3.1.	 Research instrument
Fourteen indicators from prior research 

were utilized to assess the proposed con-
ceptual model. A complete list of measur-
ing indicators may be found in Appendix 
A. The Liker scale (1 - strongly disagree; 
7 - strongly agree) was used to measure the 
constructs in this conceptual model. 
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The system usage was described by 
two indicators, related to satisfaction with 
the BI system usage. Voluntariness was 
described by four items. Both scales were 
adopted from Moore and Benbasat (1991). 
The operationalization of the measuring 
scale of end-user satisfaction with the sys-
tem resulted in a first-order scale with four 
statements. Although there are examples 
of scales that consider end-user satisfac-
tion as a multidimensional instrument (for 
example, Doll & Torkzadeh (1988) meas-
ure satisfaction using five components - 
content, accuracy, format, ease of use, and 
timeliness), most authors define end-user 

satisfaction as a one-dimensional measure 
(e.g., Gaardboe et al. (2017); Laumer et al. 
(2017); Bhattacherjee (2001)). In this re-
gard, user satisfaction is operationalized as 
a one-dimensional construct in this study. 
Indicators are selected from Doll et al. 
(1994) to emphasize the content in terms 
of information satisfaction, and because the 
primary objective of business intelligence 
systems is to “present valuable and com-
petitive information to business planners 
and decision-makers” (Khan & Quadri, 
2012). Individual job performance was 
measured, based on the proposed scale in 
the paper by Igbaria & Tan (1997).

Table 1. List of constructs and measures

Construct Item Source

SYSTEM USAGE
Duration of use: How much time do you spend each week 
using BI system?

Moore and 
Benbasat (1991)

Frequency of system usage: at present, how often do you use 
the BI system?

VOLUNTARINESS
My superiors expect me to use the BI system. 
My use of the BI system is voluntary.

SATISFACTION

The BI system provides the precise information I need.

Doll, Xia and 
Torkzadeh (1994)

The information content provided by the BI system meets my 
needs.
The BI system provides reports that seem to be exactly what 
I need.
The BI system provides sufficient informatio

INDIVIDUAL JOB 
PERFORMANCE

Job performance: Using the BI system improves my job 
performance.

Igbaria and Tan 
(1997)

Individual productivity: Using the BI system in my job 
increases my productivity.
Job effectiveness: Using the BI system enhances my
effectiveness in my job
Decision-making quality: Using the BI system improves my 
decision-making quality.
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3.2.	 Data collection and sample 
characteristics

   An electronic survey tool was used to 
collect the data. The research was con-
ducted on users of business intelligence 
systems in several different business sectors 
dominated by IT, Finance, and Insurance 
sector.

A total of 212 respondents participated 
in the study. In order to maintain the valid-
ity of the participation in the research, the 
first question of the questionnaire was the 
elimination - to ensure that the research 
respondents are users of the business intel-
ligence system. There was an almost equal 
distribution of men and women in the re-
search (52.4% women and 47.6% men). 
The level of education is distributed as 

follows: higher education 76%, master’s 
degree 9%, secondary education 7.5%, 
higher education 6.1%, and 1.4% doctoral. 
Most of the respondents were aged from 
25 to 34 years (56.6% of them). Regarding 
employment, most respondents are opera-
tional workers (65.1%); 6.1% of them are 
heads of departments, while only 1.4% be-
long to middle management. One-third of 
respondents (27.7%) belong to the group 
“Other”. Respondents’ experience with the 
use of computers is as follows: 44.3% of 
respondents have been using computers for 
6-10 years; 28.3% for 4-6 years and 25.9% 
for over 10 years. Only 1.4% of respond-
ents have been using computers for only 
1-3 years. Types of the business intelligence 
systems used by respondents are presented 
by Figure 2.

Figure 2. BI Systems used by respondents
Source: Authors.

3.3.	 Statistical methods
A number of statistical methods and 

techniques were used to test the concep-
tual model. Prior to a more detailed analy-
sis of the collected data, we addressed the 
missing value analysis, outlier analysis, 

and assumption testing recommended by 
(Hair et al., 2010) for the chosen research 
method. 

We tested the reliability of the meas-
urement and structural model using two 
indicators: Cronbach Alpha coefficient and 
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Composite Reliability (CR). In the next 
step, the convergent validity of the meas-
urement and structural model was tested 
using the following three indicators: Factor 
loadings, average variance extracted, and 
t-value. Discriminant validity is a measure 
that tests the diversity of constructs within a 
model. Fornell and Larcker (1981) empha-
size that discriminant validity is tested such 
that the square root of the average derived 
variance must be greater than the correla-
tions between constructs. In addition, vari-
ous indices were used to measure the model 
fit. In this paper, we used goodness of fit
statistics (GFI), adjusted ​goodness of fit sta-
tistics (AGFI), normalized goodness of fit
index (NFI), non-normalized goodness of 
fit index (NNFI), and root mean square er-
ror (RMSEA). 

4. DATA ANALYSIS

4.1.	  Validity and reliability
The structural equation modeling tech-

nique, used where the tested causal effect
is simultaneously sought on interrelated re-
lationships using confirmatory factor analy-
sis, was used to test the integral influence of 
the constructs satisfaction, voluntariness, BI 
system use, and individual job performance 
(Hair et al. 2010). The maximum likelihood 
estimation (MLE) method was used to esti-
mate the parameters in the given theoretical 
model. The two-step approach of Anderson 
and Gerbing (1988) was used. In the first
step, the validity of the measurement model 
was evaluated, which includes the assess-
ment of reliability and validity (convergent 
and discriminant). The second step aimed 
to test the structural model, i.e. the strength 
and direction of the relationships, previ-
ously assumed in the model. In other words, 
the overall fit of the model was evaluated

Table 2. Analysis of the reliability and convergent validity

Construct Item St. loadings t-value CR AVE Mean St. dev. Cronbach 
alpha

Satisfaction

SAT1 0.851 -

0.909 0.714

6.15 0.818

0.908
SAT2 0.878 16.198 6.03 0.859
SAT3 0.849 15.357 5.96 0.930
SAT4 0.800 13.995 6.10 0.837

System usage
US1 0.643 -

0.686 0.525
4.53 1.616

0.675
US2 0.799 05.230 5.67 1.389

Voluntariness
VOL 1 0.697 -

0.826 0.711
6.78 0.709

0.788
VOL 2 0.947 04.131 6.77 0.591

Individual 
performance

PER1 0.844 -

0.914 0.727

6.15 0.867

0.912
PER2 0.894 16.720 6.09 0.860
PER3 0.885 16.465 6.13 0.861
PER4 0.785 13.589 6.12 0.905

Source: Authors.
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Garson (2015) states that the internal 
consistency coefficient is a popular measure 
for reliability testing, which Hair et al. 
(2010) suggest should be no higher than (α> 
0.5). As shown in Table 2, all of our coeffi-
cients in the factor loading column are high-
er than the recommended value and range 
from 0.643 to 0.947, indicating that the cri-
teria of reliability and internal consistency 
are met. Other indicators that test validity 
and reliability are composite reality (CR) and 

average variance extracted (AVE). Table 2 
shows that the values are above are thresh-
old. CR values range from 0.686 to 0.914, 
while AVE has values from 0.525 to 0.727. 
Moreover, t-values of more than 1.96 (for p) 
support validity. Thus, it was confirmed that 
the selected indicators significantly represent 
the constructs of the measurement model. 
Discriminant validity was tested by using 
Fornell & Larcker (1981) criteria, with the 
results presented in Table 3.

Table 3. Discriminant validity

Constructs Voluntariness Individual 
performance

System 
usage Satisfaction

Voluntariness 0.843
Individual performance 0.210 0.853
System usage 0.318 0.454 0.725
Satisfaction 0.176 0.736 0.243 0.845

Source: Authors.

The discriminant analysis indicates that 
all constructs in the measurement model 
differ from each other, as indicated by the 
fact that for each construct, the square root 
of the average variance extracted is greater 
than the correlation between constructs.

4.2.	 Measurement model
The next step in evaluating a measure-

ment model is to analyze the fit indices (good-
ness of fit). The following measures were 
used to assess the model: χ ^ 2 / df.) ≤ 5.0, 
GFI ≥ 0.90, AGFI ≥ 0.80, RMSEA ≥ 0.1, NFI 
and NNFI ≥ 0.90 according to (Hair et al., 
2010). After testing the measurement model, 
we obtained the following results. The ratio of 
Chi-square and the number of degrees of free-
dom is the recommended value and is 3.801. 
The root mean squared error of approximation 
is an acceptable value of 0.1 and indicates the 
adequacy of the measurement model.

Sometimes this indicator is neglect-
ed, depending on the sample size. Kenny, 

Kaniskan and McCoach (2015) suggest that 
a small sample size and df amount can lead 
to a high RMSEA amount, and such results 
are often misleading. It is recommended 
not to reject the research model until other 
indicators are checked. Given that all other 
indicators are satisfactory amounts, the 
overall suitability of the model is accept-
able. The standardized Root Mean Residual 
Indicator (SRMR = 0.05) also confirms the 
good fit of the model. The Comparative 
Fit Index (CFI) has an acceptable value of 
0.950. Since all measurement model param-
eters are satisfactory, we can confirm that 
the measurement model is consistent with 
the collected data.

4.3.	 Hypotheses testing
Table 4 summarizes the estimated 

model’s decomposition effects, present-
ing overall effects among the observed la-
tent constructs. As noted earlier, the model 
in this study consists of four determinants. 
In the previous section, the reliability and 
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validity of the measurement model were 
determined, so the next step is testing the 
integrated effec  and hypotheses. Structural 
equation modeling was used to test the 

hypotheses, which enabled the analysis of 
several cause-and-effect relationships, and 
the individual parameters for each of the 
hypotheses were analyzed.  

Table 4. Results of research hypotheses testing
Research hypotheses Standardized coefficient (t-values)

Total effects Direct effects Indirect effects
H1: Satisfaction with the system 
positively influences the BI system
use.

0.283 (2.162***) 0.283 (2.162***) -

H2: Voluntary system use has a 
positive influence on the BI system
use.

0.629 (3.181***) 0.629 (3.181***) -

H3: The use of BI systems positively 
influences individual job performance

0.207 (4.203***) 0.207 (4.203***) -

H4: Satisfaction with the BI system 
positively influences individual job
performance.

0.757 (10.344***) 0.699 (9.822***) 0.059(2.053***)

Notes: Two-tailed significance test: p<0.01 =*** Fit indices for structural model: χ^2/df=3.7, RMSEA = 0.1, 
SRMR = 0.05, CFI = 0.950

Hypothesis 1 states that satisfaction 
with the business intelligence system affects
the system usage. Standardized evaluation 
parameters show that this hypothesis is sta-
tistically acceptable (p = 0.015872). Thus, 
we conclude that satisfaction with the sys-
tem has a positive effect on its use.

Hypothesis 2 was also accepted (p = 
0.000844), and we can say that volun-
tary use positively affects business intel-
ligence systems use. Hypothesis 3 was ac-
cepted, because the results show that it is 

statistically relevant (p = 0.000019). The 
use of business intelligence systems has 
a positive effect on individual job perfor-
mance. Hypothesis 4 was also accepted (p 
<0.00001), and it is concluded that satis-
faction with the business intelligence sys-
tem positively affects individual job per-
formance. All coefficients in the structural 
model are statistically relevant and have the 
predicted direction. Detailed statistics for 
all variables in the structural equation mod-
eling are presented in Figure 3. 
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Figure 3. Structural equation model
Note: SAT = Satisfcation, USE = System usage, VOL = Voluntariness, PERF = Performance
Source: Authors.

5. DISCUSSION AND
CONCLUSION

5.1.	 Discussion
Our research findings are in line with 

results of Baroudi, Olson and Ives (1986), 
who found that there is a significant posi-
tive relationship between system usage 
and customer satisfaction. More recently, 
Forster et al. (2020) and Salam and Farooq 
(2020) have reached the same conclusions. 
In research related to information system 
adoption, it is generally assumed that the 
greater the satisfaction, the more frequent-
ly the system is used. However, it should 
be emphasized that business intelligence 
systems require a substabtial investment, 
and the  process of their implementation 
is complex. Implementing such a system 
has a considerable impact on a company’s 

infrastructure which requires training and 
support  to facilitate its usage and achieve 
more satisfaction among users. Hou (2014) 
states that the motivation to implement and 
use BI systems should also come from man-
agement support, with investment in train-
ing that increases the knowledge of future 
users and has a positive impact on building 
experience with systems (Hou, 2014; M 
Igbaria, 1993). 

Similar to DeLone and Mclean (2003), 
the relationship between voluntariness of 
use and BI system use has also been dem-
onstrated. In addition, the results show that 
the use of the system alone has a positive 
effect on individual work performance, 
which is consistent with many studies 
that have analyzed the use of the system 
(Goodhue and Thompson, 1995; Igbaria 
and Tan, 1997; Yin and Shin, 2014; Lee and 
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Lee, 2012). The statistically significant im-
pact of user satisfaction on individual per-
formance supports Iivari (2005) and Ives 
and Olson, 1984) assertion that customer 
satisfaction can serve as a proxy for meas-
uring individual customer performance. 
Measurable indicators such as financial
or other data naturally provide more accu-
rate insight into a system’s performance. 
However, end-users are the ones who spend 
most time with the information system, and 
sometimes success is not measurable un-
less end-user attitudes are analyzed. The 
business intelligence systems themselves 
are primarily made for the end-users, and 
insight into their perspective is of great im-
portance  in a world characterised by large 
advances in information technology. Our 
results indicate  that companies that use 
business intelligence systems could analyze 
the satisfaction and usage of the system to 
evaluate the success of the system. The re-
sults show that user satisfaction strongly 
influences individual performance in using 
the system, which is consistent with other 
research (Gelderman, 1998; Igbaria & Tan, 
1997; Mcgill et al., 2003). Moreover, the in-
fluence of satisfaction has a more substan-
tial impact on individual performance than 
its influence on system use. We conclude 
that organizations can improve their em-
ployees’ performance when users’ satisfac-
tion is higher, and they use the system as 
often as possible.

5.2.	 Conclusion, limitations, and 
future research

In this paper, we analyze the role of 
business intelligence systems in transform-
ing business processes and resources to 
produce information to their customers 
that enable business decisions. Based on 
information systems success theory, the re-
sult of the analysis reveals the vital role of 
end-user satisfaction with BI system use 

as an important predictor of individual job 
performance.  The usefulness of this system 
is related to the nature of an organization’s 
business: in some companies, they are in-
formative and are objectively not necessary 
for doing business, while in other compa-
nies they may be essential. The imperative 
for the successful implementation of a busi-
ness intelligence system is the focus on cus-
tomer satisfaction and their use of the sys-
tem itself. The model used in the research 
includes customer satisfaction and the use 
of the system, which further affects users’ 
performance and thus represents the success 
of the business intelligence system. The 
theoretical model was analyzed using struc-
tural equation modeling techniques, which 
enabled the empirical validation of the inte-
grated model. 

As already mentioned, business intel-
ligence systems are essential in organiza-
tions that shape their daily activities and 
draw from the information gathered (Chen 
et al., 2012) To enable them to make cor-
rect business decisions of a high quality, 
these systems must be filled with timely, 
meaningful, and accurate information. The 
results of this research are consistent with 
the results of other authors. The most signif-
icant predictor of the use of business intel-
ligence systems and predictor of individual 
job performance in the tested model is cus-
tomer satisfaction, which has also been con-
firmed by previous research (Forster et al., 
2020; Hou, 2012; Salam & Farooq, 2020). 
Everyday use will also increase productiv-
ity and contribute to business decision-mak-
ing. Given that this has a positive impact 
on user performance and that these users 
contribute to improving  their organiza-
tion’s results , this research confirmed how 
important the perspective and condition of 
the end-user in the success of business in-
telligence systems.
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As previously stated, the success of the 
business intelligence system has been in-
sufficiently researched, so the results of this 
pape contribute to the field in multiple 
ways. Firstly, the main theoretical contribu-
tion of the paper relates to the formulation 
and testing of the integrated model, which 
outlines the determinants of the business 
intelligence system success. It is evident 
that the performance variables of IT sys-
tems have a similar relationship when we 
look at them through the prism of business 
intelligence, which is still insufficiently 
researched in practice. Secondly, this paper 
represents another successful implementa-
tion of the research model of system perfor-
mance  (Doll & Torkzadeh, 1988) for busi-
ness intelligence analysis from the end-user 
perspective. Given that research covered a 
diverse sample of industries, a general con-
clusion can be made about business intelli-
gence systems and used in future research 
with a high degree of accuracy. This paper 
has also contributed ideas for new research 
on similar topics, and a comparative 
analysis of existing assumptions and data. 
Thirdly, the practical contribution lies in the 
fact that business intelligence systems are 
now examined in the developing country 
perspective. Managers of organizations that 
use these systems can gain insight into the 
nature of satisfaction, use, and views on the 
individual performance of their employees, 
in other words, learn about their infrastruc-
ture and user relationships with the system 
they use daily. The fact that they have ac-
cess to such results can contribute to new 
activities in upgrading and advancing the 
system, as well as the infrastructure of the 
organization itself.

5.3.	 Limitations and future research
Despite the contribution, the study has 

some limitations that should be addressed 
in future research. First, the data used in 

this study were cross-sectional; that is, 
they were collected from a single sample 
in a single time unit. Therefore, it would be 
good to repeat the study to confirm the gen-
eralization of the model. Secondly, we are 
aware that objective measures are more de-
sirable, so it is necessary to emphasize the 
additional limitation of this work, which 
relates to users’ subjective perceptions of 
the use of business intelligence and its im-
pact on employee performance. For greater 
applicability of the model, it is necessary 
to include objective measures. Finally, this 
research also focuses on only a few busi-
ness sectors, so it may be required to col-
lect additional profiles of the companies 
participating in the survey for a more in-
depth analysis. A significant percentage of 
the respondents belong to the sector that 
is not defined in the questionnaire, which 
means that a significant part of the sam-
ple that uses business intelligence systems 
comes from the sector(s) that is not defined.
It is recommended to determine the profile
of business intelligence systems users in as 
much detail as possible. It may not be suf-
ficient to define their profile by the posi-
tion they hold in the company. In future re-
search, it is recommended to explore in as 
much detail as possible the way the system 
is used.

Future studies in this area should test 
the expanded and improved model on a 
larger sample to provide better ground for 
generalization and should supply addition-
al information to improve the explanation 
power of the model. Constructs that might 
be of interest are organizational learning, 
culture, or leadership styles for individual 
level research. When it comes to the im-
plementation of the business intelligence 
systems, Popovič et al. (2012) emphasize 
the importance of real user needs, such as 
the quality of the information provided 
by the system, rather than focusing on the 
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technical quality (performance), which is 
closer to the needs of the users to make the 
system information more comprehensive 
and precise. An additional recommenda-
tion for future research is to include meas-
urable determinants instead of subjective 
measures, such as comparing financial ra-
tios after investing in business intelligence, 
measuring time spent on activities with and 
without business intelligence, etc. The fact 
is that this is more difficult to achieve, but 
for measuring the performance of a busi-
ness intelligence system, the inclusion of 
these determinants is necessary for future 
research.
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ANALIZA EFEKTA ZADOVOLJSTVA KORISNIKA I 
KORIŠTENJA SUSTAVA POSLOVNE INTELIGENCIJE 

NA INDIVIDUALNE RADNE PERFORMANSE

Sažetak 
Sustavi poslovne inteligencije su u širokoj primjeni zbog brojnih poslovnih koristi. Korisnici, pak, 

spadaju u ključne dionike procesa poslovne inteligencije. Za optimalnu prilagodbu sustava, korisnik bi 
trebao biti u stanju stupiti u interakciju s aplikacijom, kako bi unaprijedio njezin kapacitet za doprinos po-
slovnim odlukama. Da bi sam process poslovne inteligencije bio učinkovit, potrebno je definirati poslovne 
potrebe, neovisne o vrsti posla, kojim se korisnik bavi. Ukoliko je korisnik zadovoljan i misli da sustav 
unapređuje individualne performanse ili kvalitetu donesenih odluka, željet će ga koristiti još i u većoj 
mjeri. Korištenje sustava se ponekad promatra kao izravna refleksija njegovih performansi; međutim, ovo 
je teško definirati u organizacijama, u kojima je korištenje sustava obvezno. Korištenje sustava poslovne 
inteligencije se zahtijeva u posebnoj mjeri, s obzirom da se koriste u velikim organizacijama i zahti-
jevaju veća ulaganja od drugih sustava. Iz tog je razloga potrebno istražiti prirodu korištenja sustava te 
njegovog utjecaja na individualne performanse. Ovaj istraživački model bavi se determinantama, koje 
predstavljaju dimenzije toerijskog uspjeha informacijskog sustava, a to su: zadovoljstvo korisnika, nam-
jera i stvarno korištenja sustava te individualne performanse. Dobiveni rezultati pokazuju da povećano 
zadovoljstvo korisnika te namjera korištenja vode prema stvarno povećanom korištenju sustava, kao i 
da povećanje korisničkog zadovoljstva te korištenja sustava vode prema povećanju individualnih perfor-
mansi korisnika.

Ključne riječi: poslovna inteligencija, individualne performanse, zadovoljstvo korisnika, korištenje 
sustava, dobrovoljnost korištenja




