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Abstract: Nowadays, life is intimately associated with transportation, generating several issues on it. Numerous works are available concerning accident prediction 
techniques depending on independent road and traffic features, while the mix parameters including time, geometry, traffic flow, and weather conditions are still rarely ever 
taken into consideration. This study aims to predict future accident frequency and the risk factors of traffic accidents. It utilizes the Generalized Linear Model (GLM) and 
Artificial Neural Networks (ANN) approaches to process and predict traffic data efficiently based on 21500 records of traffic accidents that occurred in Erzurum in Turkey 
from 2005 to 2019. The results of the comparative evaluation demonstrated that the ANN model outperformed the GLM model. The study revealed that the most effective 
variable was the number of horizontal curves. The annual average growth rates of accident occurrences based on the ANNꞌs method are predicted to be 11.22% until 2030. 
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1 INTRODUCTION 

In the modern world, the quick growth of urbanization 
has led to the boom of automobiles, creating a range of 
issues including traffic accidents, air pollution, and traffic 
jam. All over the world, highway accidents create a great 
deal of economic burden for societies; and thus, highway 
safety improvement is regarded as a crucial issue for 
transportation engineering. 

Due to their wide range of applications and important 
practical implications, traffic safety studies on highways 
have been attractive to engineers and planners for almost 
some decades. Although the studies which have been done 
on road safety have led to decreasing traffic accidents, 
highway traffic accidents are still considered to be one of 
the greatest challenging issues in Turkey both from the 
public health and socio-economic perspectives. The 
researches into Accident Prediction Models (APMs) that 
are done for this reason are improving rapidly and they 
have been preferred for predicting road safety compared to 
mathematical tools [1, 2]. 

Several independent factors impact accident 
frequency, and these are commonly associated with 
infrastructure geometric characteristics, section length, 
traffic flow, driver behavior, lighting, pavement surface 
conditions, and weather. The value of particular factors is 
occasionally tough to analyze, and the impact of such 
parameters on road crashes may not be similarly 
substantial. Therefore, from a broader set of independent 
parameters, experts commonly extract a diminished 
amount of factors for inclusion in the suggested model. 
Road geometry, traffic flow and seatbelt wearing behavior, 
for instance, have been identified as the main reasons for 
accidents [3, 4]. However, extensive literature [5-8] is 
available concerning accident prediction techniques 
depending on independent road and traffic features, while 
the mix factors including time, geometry, traffic flow and 
weather conditions are still rarely ever taken into 
consideration.  

Based on the literature, prediction methods have been 
established by utilizing analysis techniques which may 
essentially be arranged into four major techniques, 
specifically multivariate analysis [9, 10], Empirical Bayes 
Method [11, 12], Fuzzy Logic [13-15] and Neural Network 
[16-18].  

Roque and Cardoso [19] say that among these 
techniques, the multivariate analysis has a long and 
consolidated utilization in crash evaluation. The early 
techniques established with this particular method 
depended on multiple linear regression, while the presently 
utilized method is developed according to the Generalized 
Linear Model (GLM) approach, which enables to extend 
the linear modeling to stochastic factors that are generally 
not distributed with a constant variance. Wedderburn [20] 
presented the notion of quasi-likelihood technique, which 
prevents clearly indicating the distribution of the response, 
needing just to identify the link and variance functions. 
This particular notion was expanded to the idea of 
generalized calculating equations with specific application 
to longitudinal data by Liang and Zeger [21]. Lindsey [22] 
provides a broad variety of applications of GLMs method 
while Fahrmeir and Tutz [23] explain the GLMs method 
for multivariate responses.  

Presently, GLM is utilized nearly specifically for the 
advancement of APMs by several experts such as Lord and 
Mannering [24], Lu et al. [25], Glavić et al. [26], 
Mohammadi et al. [27], Ozfirat et al. [28], Gianfranco et 
al. [29] and they have shown the specific regular 
circumstances under which conventional linear regression 
modeling is suitable. 

Artificial Neural Network (ANN) approaches are 
functions that are identified utilizing multilevel network 
structures. They are made of a series of weights and nodes 
that connect several nodes together in a hierarchical 
manner including input, output, and hidden layers. A 
number of researches have examined (ANN) technique in 
traffic and transportation associated applications such as 
Yuan et al. [16], Çodur and Tortum [1, 30],  Sahraei [31], 
Wang et al. [32], Singh et al. [33], Li et al.[34]. 
Abdelwahab and Abdel-Aty [35] utilized ANN to 
anticipate driver injury severity from several crash 
variables, i.e. driver, automobile, environment, and road 
features. In their particular research, the ANN technique 
established carried out much better compared to the 
ordered Probit technique. In another research, Delen et al. 
[36] implemented ANN to model injury severity of road
crashes utilizing 17 considerable variables.

Several experts have refined prediction approaches, 
and they have also pointed out their particular operating 
limitations, and highlighted questions without any answer. 
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Nevertheless, these approaches have completely been 
established in countries where traffic characteristics, 
human behavior, infrastructure, and crash surveys vary 
compared to those in Turkey. In addition to variables such 
as traffic flow and geometry features, earlier researches did 
not often focus on factors such as seasonal data and 
weather conditions. Consequently, there are at least three 
major purposes for justifying this particular research. The 
first is, given the variety of the aforementioned approaches, 
a suitable option for modeling accidents needs to be 
recommended. The second is motivated by the requirement 
to evaluate the anticipated number of accidents for 
multilane highways of almost all the subsequent 
parameters such as traffic flow, road geometry, seasonal 
data and weather condition. The final purpose is for 
recommending countermeasures suitable for enhancing 
road safety. For instance, it may be much better 
comprehended whether or not geometry adjustment 
associated with horizontal or vertical curves decreases 
accidents, and specific season and weather has a beneficial 
impact on road safety. 

The objective is to develop a particular prediction 
model to calculate future accident frequency as a function 
of traffic flow, road geometry, seasonal data and weather 
condition as well as to determine the importance and 
effectiveness of the risk factors in accidents. This research 
is carried out by applying both models of generalized linear 
model and ANN.  

This paper is organized as follows. Section 2 provides 
a literature review related to the existing research about 
traffic accident prediction models with GLM and ANN. 
Section 3, methodology based on the GLM and ANN is 
presented. Results and discussion are presented to 
demonstrate the usefulness and benefits in Section 4. 
Concluding statements are also provided in Section 5. 

 
2 LITERATURE REVIEW 
 

As an initial phase in the review procedure, a summary 
of the existing literature concerning traffic accident 
prediction models with GLM and ANN is provided. 

 
2.1 Generalized Linear Models 
 

Abdel-Aty and Radwan [37] utilized Negative 
Binomial (NB) distribution to anticipate the number of 
accidents as a  function of AADT, lane shoulder and 
median widths,  section length, degree of horizontal 
curvature, and rural/urban status. Outcomes revealed that 
number of accidents increases with section length, degree 
of horizontal curvature and AADT. Hauer [38] established  
statistical  road  safety  modeling by  utilizing  the NB 
distribution.  The dependent parameter was the accident 
frequency per year, though the independent parameters 
were traffic flow and geometric characteristics. The 
findings indicated the fact that AADT and speed limit were 
important variables. 

El-Basyouny and Sayed [39] investigated two forms of 
regression techniques including the Modified Negative 
Binomial (MNB) and Traditional Negative Binomial 
(TNB) in Canada. Although the MNB method presents 
itself to fit the data much better compared to the TNB 
method, there was a small distinction in the outcomes of 

the recognition and rating of accident-prone areas. This is 
probably because of the nature of the application and the 
data set utilized. 

APMs for evaluation of the tangents and curves for a 
four-lane median-divided highway in Italian were 
established by Caliendo et al. [40] utilizing the Poisson, 
NB regression and negative multinomial regression 
methods. Distinct forecasted models for overall accidents, 
injury and fatal accidents indicate that substantial 
parameters are length, curvature, and AADT, while for 
tangents they are length, AADT and the presence of a 
junction. 

Lord and Mannering [24] offered a comprehensive 
review of the crucial factors related to the accident rate 
information as well as the weaknesses and strengths of the 
several regression analyses including the Poisson 
regression model, negative binomial (Poisson-gamma) 
regression model and generalized estimating equation 
model. This can assist researchers to address and consider 
these factors in their works. A research was conducted by 
Lu et al. [25] depending on the Logistic regression method 
in China. This study considered the relationships among 
the traffic accident and the vehicle type, road type, the 
weather, the driving characteristics, and the date. The 
outcomes present that the position of the vehicle in the 
highway, the visual condition, the road surface condition, 
the road safety grade, the driver state, and the vehicle 
condition are the most substantial variables that may cause 
a traffic crash.  

Glavić et al. [26] considered the impact of road and 
traffic characteristics on the event of traffic crashes. The 
regression evaluation was utilized to analyze the effect of 
the factors, such as AADT, the radius of horizontal 
curvature, the percentage of commercial vehicles, the 
pavement width and the gradient. As a result, two models 
of the multivariate regression evaluation were established. 
One of them involved the radius of horizontal curvature 
and AADT, while the other involved pavement width and 
AADT. The first model displays that the rise of AADT and 
reduction of the radius, raise the overall range of traffic 
crashes. The second model displays that rises of AADT and 
reduction of pavement width raise the overall range of 
traffic crashes. 

Gianfranco et al. [29] established a predictive model 
for urban highways that is capable of calculating the range 
of crashes for three circumstances in an urban highway 
system including a three- or four-way intersection, 
roundabout and a straight stretch of highway. The models 
created depend on Poisson and NB regression and can be 
easily used for crash prediction or recognition of the 
hotspot area. The results indicate that the majority of 
representative independent parameters was ADT, 
particularly for roundabouts and junctions. No other 
independent parameter was discovered to be specifically 
essential for both situations. 

 
2.2  Artificial Neural Network  
 

Conventional research on road accidents is conducted 
by Mussone et al. [41] to evaluate the impact of factors 
including vehicular characteristics, road geometry, 
vehicular flows, and the computation of the range of 
crashes using ANN in Italy. As a result, junction 
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complexity may be identified as a greater crash index based 
on the regulation of junctions. The greatest index for 
running over of pedestrian takes place at unsignalized 
junctions at night-time. Chang [42] utilized the ANN and 
NB regression method based on the two years of accident 
information pertaining to the National Freeway in Taiwan. 
Through evaluating the prediction functionality between 
the ANN model and NB regression, this research displays 
that ANN is definitely a reliable technique for examining 
freeway crash frequency. 

Akgüngör and Doğan [43] suggest a Genetic 
Algorithm (GA) as well as an ANN approach to calculate 
the range of crashes, injuries, and fatalities in Ankara, 
Turkey. The evaluation of the model outcomes pointed out 
that the efficiency of the ANN approach was much better 
compared to the GA model. In addition, Cansız [44] 
established a nonlinear crash model with Smeed formula 
and ANN technique to determine the range of deaths in 
crashes.  

Yu et al. [45] utilized two techniques, i.e. Support 
Vector Machine (SVM) and ANN to predict the traffic 
crash period. The results indicate that both ANN and SVM 
approaches had the capability to anticipate the traffic crash 
period within appropriate limits. Although the ANN 
approach gets a much better outcome for long period 
incident circumstances, the extensive functionality of the 
SVM approach is significantly better compared to the ANN 
approach for the traffic crash period prediction. Huang et 
al. [46] created an improved Radial Basis Function Neural 
Network (RBFNN) and NB approach to estimate the 
nonlinear associations between the number of accidents 
and the appropriate risk variables in Hong Kong. The 
outcomes reveal that the RBFNN has much better 
functionality compared to the NB approaches. 

Alkheder et al. [47] utilized an ANN to estimate the 
damage intensity of traffic crashes in Abu Dhabi. WEKA 
(Waikato Environment for Knowledge Analysis) data 
mining software was utilized to develop the ANN 
classifier. The experimental outcomes pointed out that the 
created ANN classifiers can easily anticipate crash 
intensity with affordable precision.  

Sameen and Pradhan  [48] utilized a deep learning 
approach utilizing a Recurrent Neural Network (RNN) to 
anticipate the damage intensity of traffic crashes in 
Malaysia. In comparison with traditional ANN, the RNN 
approach is much more efficient for continuous data. The 
suggested RNN approach was compared with Bayesian 
Logistic Regression (BLR) and Multilayer Perceptron 
(MLP) techniques to comprehend its benefits and 
restrictions. The outcomes of the comparison studies 
revealed that the RNN method outperformed the BLR and 
MLP approaches for forecasting the damage intensity of 
traffic crashes. 

Yuan et al. [16] tried to forecast real-time accident risk 
by taking into consideration time series dependency along 
with utilizing an LSTM-RNN model, conditional logistic 
model, and synthetic minority over-sampling technique 
(SMOTE). The comparability outcomes revealed that the 
LSTM-RNN with SMOTE outperformed the conditional 
logistic approach. The approaches and results of this 
research effort confirm the feasibility of real-time accident 
risk prediction by utilizing LSTM-RNN along with an 
over-sampled dataset (SMOTE). 

Singh et al. [33] utilized deep neural networks (DNN) 
technique for the prediction of highway crashes. To 
examine the efficiency of the DNN technique, Random 
Effect Negative Binomial (RENB) and Gene Expression 
Programming (GEP) approaches were utilized. The results 
of this research showed that the DNN approach 
outperformed both RENB and GEP technique on almost all 
performance indicators. It can be utilized when the goal of 
modeling is to forecast crash frequency precisely to 
calculate associated costs. GEP approach also carried out 
much better compared to the RENB approach, and it also 
has the potential of determining essential risk factors and 
quantifying their impact on crashes. 

 
3 MATERIAL AND METHODS 
3.1  Case Study 
 

In this research, the gathered data on the number of 
accidents include a period of 14 years from 2005 to 2019 
and are related with the road network of the Province of 
Erzurum. It is situated in the eastern part of Anatolia, on 
the northern side of Palandöken Mountain, and in the 
south-eastern part of Erzurum plain. The city of Erzurum 
is the biggest city in the eastern part of Turkey, where 
dramatic changes in land use and land cover have occurred. 
The region, in general, has hilly topography with high 
mountains. The city has an altitude of 1757 meters with a 
humid continental climate. 

In order to evaluate the traffic accidents on the 
highways, initially requires to choose highway(s) which 
have a broad range of traffic and geometric characteristics. 
The target of this data gathering is to separate these site 
studies into sections with homogenous attributes. After 
evaluating various highways around Erzurum, it was 
determined that D100-28, D950-03, D100-29, and D052-
03, i.e. four-lane median-divided highways, were most 
suitable for this research. 
 

 
Figure 1 Erzurumꞌs highway and sections 

 
The case studies consist of 153 km arterial routes of 

the Erzurum region, as shown in Fig. 1. The arterial routes 
are long enough to produce an adequate number of 
segments to constitute the model. In the highway segments, 
a new section would be started if the median width changed 
from 2 to 4 m. Therefore, each case study is consistent with 
regard to all the traffic features and possible geometry. The 
information on highways includes geometric 
characteristics such as the gradient of the highways, 



Mohammad Ali SAHRAEI et al.: Forecasting the Accident Frequency and Risk Factors: A Case Study of Erzurum, Turkey 

Tehnički vjesnik 29, 1(2022), 190-199                                    193 

horizontal and vertical curves, shoulder widths, median 
widths, and traffic characteristics such as AADT. 

Totally 21500 traffic accident reports were used in this 
research (a substantially larger data was used comparing 
the previous studies in the literature); all data were 
gathered from the 12th Highway Regional Directorate and 
Directory of City Traffic Region. Each crash record has 
several data including the accident location, date, vehicle 
type, pavement type, driverꞌs age, driverꞌs gender, the day 
and time, road surface condition, day or nighttime, weather 
condition, the number of injured persons, the number of 
deaths, the number of damaged vehicles, and the number 
of involved vehicles. After the preprocessing procedure 
and removing the erroneous and missing data, 18956 
accident information was employed in this investigation. 

In the case of input and output data, initially, there 
were 18 variables as an input such as years, highway 
sections, section length, the gender of the driver, day or 
nighttime, road surface condition, shoulder width, median 
width, highway gradients, the number of both horizontal 
and vertical curvature, AADT, accidents included with 
heavy and light vehicles, accidents occurring in winter, 
fall, summer, and spring. The number of traffic accidents 
was the output. After that, it has been agreed to establish 
the GLM and ANN models by utilizing eight input and one 
output variable. 

 
Table 1 Properties of the highway sections 

Name of 
Highway 
Section 

Definition of the 
Highway Section 

Number of 
Divided 
Highway 
Segments 

Length of the 
Highway 
Section / 

Kilometer 

Erzurum-Tortum D-950-03 5 52 

The South Ring 
Road 

D-100-28 3 20 

The North Ring 
Road 

D-052-03 4 30 

Erzurum-
Köprüköy 

D-100-29 4 50 

 
3.2 Methods 
 

There are two distinguished methods that belong to the 
most commonly appreciated ways of modeling the 
transportation data including statistics and Computational 
Intelligence (CI). The former one, statistics, is the 
mathematics of gathering, managing and understanding the 
numerical data, especially once these data revolve around 
the analysis of population characteristics through 
concluding from sampling [49]. Statistics have gained 
solid and commonly appreciated mathematical foundations 
and can enable understanding of the mechanisms that 
create the data. Nevertheless, they frequently collapse 
while handling complex and highly nonlinear data (curse 
of dimensionality).  

The latter one, CI, combines elements of learning, 
adaptation, evolution and fuzzy logic to create models that 
are "intelligent" in that structure emerging from an 
unstructured beginning (the data) [50-52]. Nowadays, CI 
models, have been commonly applied to diverse 
transportation challenges, partially owing to the fact that 
they are very generic, exact and traditional mathematical 
models that can readily simulate numerical model 
components.  

 

3.2.1 Generalized Linear Models 
 

The term GLM's method identifies a greater class of 
models prominent by McCullagh and Nelder [53] and 
McCullagh [54]. GLMꞌs method offers a common 
technique to a wide variety of response modeling 
problems. Poisson, Normal, and binomial responses are 
usually the most generally utilized; however other 
distributions can be utilized as well. Besides indicating the 
response, GLMs additionally require a link function to be 
set that enables more flexibility in the modeling [55]. There 
are varieties of probability distributions and link functions 
including Poisson distribution: log function, normal 
distribution: identity function and binomial distribution: 
logit function. 

a) Poisson distribution: log function 
Generally, there are 3 factors in GLM such as 

probability distribution, link function, and linear predictor. 
In the case of Poisson regression, it can easily be 
formulated like Eq. (1). 

 
 0 1 1 2 2ln ~ Pissoni n n i iy b b X b X b X y       (1) 

 
Linear predictor is only a linear formula of the 

explanatory variable (x) and parameter (b). Link function 
actually "links" the parameter for probability distribution 
and the linear predictor. For Poisson regression, the 
common link function is actually the log link function. The 
last element is the probability distribution that creates the 
observed variable yi. Once we utilize Poisson distribution 
below, the model is known as Poisson regression. 

The prediction curve is exponential as the inverse of 
the log link function is an exponential function. Because of 
this fact, it is also obvious that the parameter for Poisson 
regression computed by the linear predictor assured to be 
positive. The final formula for GLM based on the Poisson 
distribution can be found in Eq. (2). 

 

 
0 1 1 2 2

0 1 1 2 2

ln

exp
i n n

i n n

y b b X b X b X

y b b X b X b X

   

  




     (2) 

 
where: yi: dependent variable (output: accident numbers), 
xi: independent variables (inputs), b0, b1, b2, ..., bn: 
coefficients 

b) Normal distribution: identity function 
Linear regression is a case of GLM, where it just 

utilizes identity link function (the parameter for the 
probability distribution and the linear predictor are 
identical) and normal distribution as the probability 
distribution. Eq. (3) shows the GLMꞌs formula based on the 
normal distribution. 
 

0 1 1 2 2i n ny b b X b X b X         (3) 

 
where: yi: dependent variable, xi: independent variables, b0, 
b1, b2, ..., bn: coefficients. 

c) Binomial distribution: logit function 
If we utilize logit function as the link function and 
Bernoulli distribution/binomial distribution as the 
probability distribution, the model is known as logistic 
regression, as shown in Eq. (4). 
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     (4) 

 
If we symbolize the linear predictor with zi, the 

previously mentioned formula is equal to Eq. (5). 
 

0 1 1 2 2 log
1

i
i n n i

i

q
z b b X b X b X z

q
    


       (5) 

 
The final formula for GLM based on the binomial 

distribution can be found in Eq. (6). 
 

 
1

1 exp i
i

q
z


 

         (6) 

 
where: qi: dependent variable, zi: linear predictor. 
 

The right side of Eq. (6) is known as a logistic function. 
Thus, this model is known as logistic regression. Logistic 
regression is actually utilized mainly for binary 
classification issues. Because of this fact and nonlinear 
relationships among accident variables, the Poisson 
distribution, in this research, is utilized to predict the 
number of accidents. 

 
3.2.2 Artificial Neural Network 
 

ANN possesses great characteristic features because of 
its versatility to any system, learning and generalization 
capability, modeling flexibility, operating with significant 
levels of multi-dimensional information, excellent 
prediction capability. Due to these characteristics, ANN 
has a great prospect to utilize in data analytic methods for 
transportation investigation [56]. 

A neural network is a computing model whose layered 
structure resembles the network structure of neurons in the 
brain, with layers of connected nodes. It consists of an 
input layer, one or more hidden layers, and an output layer. 
The layers are interconnected via nodes, or neurons, with 
each layer using the output of the previous layer as its 
input. A neural network can learn data so it can be trained 
to forecast future events. 

The ability of the network to learn complex 
relationships between input and output patterns makes the 
ANN approach appealing, which would be difficult to 
model with conventional methods [57].   

The framework of the ANN utilized for this research 
is a three-layer ANN, as demonstrated in Fig. 2. The 
fundamental components are generally neurons, and each 
one is interconnected with all the neurons in the following 
layer. The initial layer is the input layer, where the data are 
introduced to the ANN. The input parameters can certainly 
be either categorical or numerical values. The hidden layer 
is created in the intermediate layer. The purpose of this 
layer is to calculate the complex pattern associations. An 
individual hidden layer has been discovered to be 
acceptable for the majority of purposes, though the 
quantities of neurons were chosen by trial and error 
throughout running the code by software in various times 
to obtain the greatest performing network and smallest 

acquired error. The final layer is the output layer, 
representing the network result to the related input. 

 

 
Figure 2 Artificial Neural Network Architecture 

 
Then, the ANN can certainly be trained with a training 

algorithm where the Back-Propagation (BP) rule, which is 
actually one of the most generally utilized training 
algorithms, is used in the following research. The BP-ANN 
algorithm is a multi-layer feedforward network trained in 
accordance with the error backpropagation algorithm. BP 
network can be utilized to learn and store a great deal of 
mapping relations of the input-output model and it does not 
require to reveal beforehand the mathematical formula that 
explains these mapping relations. Its learning rule is to 
follow the steepest descent technique by which the 
backpropagation is utilized to control the threshold value 
and weight value of the network to obtain the lowest error 
sum of square [58]. The network input to a unit j is 
provided, as shown in Eq. (7). 
 

j ij i i
i

X W X b           (7) 

 
where: Xi - output from the previous layer, Wij - weight of 
the connection between layer i and j, and bi - bias 

The concept of the training is to minimize the total 
output error explained in Eq. (8), where Ti is the target 
value, Oi is the model output value and MSE is the mean 
squares error. 
 

 
1

1 n

i i
i

MSE T O
n 

                  (8) 

 
4 RESULTS AND DISCUSSION 
4.1 Model Development and Results 
 

In the GLM and ANN models, input variables are 
named as independent and output variables are called 
dependent. As described in the methodology, in the case of 
input and output data, initially there were 18 variables 
while it was agreed to establish the GLM and ANN models 
by utilizing eight input variables simply because 
parameters were found to be significant based on those 
criteria. In addition, one output variable was selected which 
was the number of traffic accidents. All variables are 
shown in detail in Tab. 2.  

The significant parameters are years (i.e. 15 years from 
2005 until 2019), highway sections (i.e. 4 segments), 
section lengths consist of 153 km arterial routes of 
Erzurum region which were determined as categorical 
values. In this regard, section lengths were included D 950-
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03(i.e. totally 52 km), D100-28 (i.e. totally 20 km), D052-
03 (i.e. totally 31) and D100-29 (i.e. totally 50 km). Other 
parameters were specified as annual average daily traffic 
(AADT), the degree of horizontal curvature, the degree of 
vertical curvature, traffic accidents with heavy vehicles 
(percentage), and traffic accidents that occurred in summer 
(percentage). These input variables would represent the 
potential risk factors for accidents. 
 

Table 2 Definition of the variables 

Variables Definition Binary/ Numerical code 
In/output 

layers 

X1 Years 

Categorical value (2005-
2006-2007-2008-2009-
2010-2011-2012-2013-
2014-2015-2016-2017-

2018-2019) 

15 

X2 
Highway 
location 

Categorical value (D 950-
03, D100-28, D052-03, 

D100-29) 
4 

X3 Section length 

Categorical value (D 950-
03(12.1-5.8-7.4-8.3-

18.4), D100-28 (6-4-10), 
D052-03 (7.3-8.7-7-8), 
D100-29 (9-21-9-11)) 

16 

X4 
Annual average 

daily traffic 
Numerical Value 1 

X5 
The number of 

horizontal 
curvature 

Numerical Value 1 

X6 
The number of 

vertical 
curvature 

Numerical Value 1 

X7 
Traffic 

accidents with 
heavy vehicles 

Numerical Value 1 

X8 

Traffic 
accidents 

occurred in 
summer 

Numerical Value 1 

Y 
Number of 
accidents 

Numerical Value 1 

 
4.1.1 Generalized Linear Models 

 
As described in methodology, logistic regression is 

actually utilized mainly for binary classification issues. In 
addition, because of nonlinear relationships among 
accident variables, the Poisson distribution, Eq. (2), is 
utilized to establish model accidents. 

Totally 21500 traffic accident reports were used in this 
research; all data were gathered from the 12th Highway 
Regional Directorate and Directory of City Traffic Region. 
Each crash record has several data and after preprocessing 
procedure and removing the erroneous and missing data, 
18956 accident information was employed in this 
investigation. 

As described before, initially there were 18 variables 
as an input and the number of traffic accidents was the 
output. After that, it has been agreed to establish the GLM 
models by utilizing eight input and one output variables. 
The case studies consist of 153 km arterial routes of the 
Erzurum region. The arterial routes are long enough to 
produce an adequate number of segments to constitute the 
model. 

Regression analysis involves numerical parameters. 
Therefore, if a set of data consists of categorical parameters 
in a regression model needed, supplementary actions are 
generally needed to create the outcomes interpretable. In 

these procedures, the categorical parameters are usually 
recorded directly into a set of individual binary parameters. 
This recording is known as "dummy coding" and results in 
the generation of a table known as the contrast matrix. This 
is carried out automatically through statistical software. In 
this research, year, highway location and section length are 
categorical data which need to be additionally analysed 
before modeling. 

In an effort to come up with the most appropriate 
model that relates accident frequencies with their 
explanatory variables, a number of regression models 
referring to the Poisson distribution were tested in Stata 
Software. The model formulation of GLM is given in Eq. 
(9): 
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  (9) 

 
where: E(AN) - Total Number of Accidents, SL - Section 
Length, AADT - Annual Average Daily Traffic, NVC - the 
Number of Vertical Curve, NHC - the Number of 
Horizontal Curve, TAOS - Traffic Accidents that Occurred 
in Summer, TAHV - Traffic Accident Heavy Vehicle. 
 
4.1.2 Artificial Neural Network 

 
The topological structure of the ANN, as described in 

the methodology, involved one input layer, one output 
layer, and one hidden layer (Fig. 2). In this regard, data sets 
were separated into three sections: the training set, the test 
set, and the verification set. Training algorithms never 
utilize the test or verification sets to modify network 
weights. The verification set may optionally be utilized to 
track the networkꞌs error performance, to recognize the 
greatest network and to prevent training if over-learning 
happens. The test set is not utilized in training at all, and it 
is developed to provide a distinct evaluation of the 
network’s performance when the whole network design 
process is accomplished. Based on the 18956 records of 
traffic accidents, 70% of the records were randomly 
divided into a training set with the size of 13269, a 
validation set (15%) with a size of 2843, and a test set 
(15%) with the size of 2843. In order to create the ANN 
model, the Alyuda Neuro Intelligence software package 
was preferred in this research. Alyuda is an ANN-based 
predicting software and offers an intuitive, wizard-like 
interface that rapidly and simply acts via the procedure of 
making an ANN for estimation, prediction or optimization. 

In the case of the training procedure, the more 
complicated the structure, the more time it requires to train 
the model. However, more complication can generate 
much better generalization performance and much less 
training error, complex networks can readily over-fit the 
training data, generating inadequate generalization 
capacity and testing performance, which is called over-
fitting issue [59]. One of the methods to prevent this issue 
is to reduce the complexness of the model. To reduce the 
complexness, users can easily eliminate layers or decrease 
the quantity of neurons to create the network smaller. In 
addition, early stopping is actually a kind of regularization 
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during training a model with an iterative approach, for 
instance, gradient descent. Since all the ANN learn 
specifically by utilizing gradient descent, early stopping is 
a method appropriate to all the issues. This technique 
updates the model so as to create it to much better fit the 
training data with each iteration. 

Prior to providing training on the system, a minimax 
algorithm was utilized for normalizing both output and 
input parameters throughout the variety between 0 and 1. 
Normalization of the data is important in increasing 
learning speed and also reducing the trained network error  
[60]. In addition, Alyuda Neuro Intelligence program 
instantly encoded the categorical columns in the data 
preprocessing part. One-of-N method through Alyuda 
Neuro Intelligence system was carried out which indicates 
a column with N different categories (values) is encoded 
directly into a set of N numeric columns, with one column 
for each category. For instance, for the Capacity column 
with values "Low", "Medium" and "High", "Low" will be 
displayed as (1, 0, 0), Medium as (0, 1, 0), and High as (0, 
0, 1). The minimum and maximum of the data set were 
discovered and scaling elements chosen so that these were 
mapped to the desired minimum and maximum values. 

To achieve the most precise model structure, various 
numbers of nodes were analyzed, among which the greatest 
one was recognized. Outcomes for an individual hidden 
layer with numerous neurons (i.e. from 2 to 12) are 
compared during modeling, as shown in Tab. 3. The 
performance of ANN models is validated referring to the 
fitness criteria.  

Among all tested networks, the 41-10-1 structure (40-
input neurons, 10-neurons in the hidden layer and 1-output 
neurons) led to the highest fitness criteria between the 
targeted and predicted output for training, testing and 
validation of data sets. Accordingly, the output of the 
traffic accident model fits the observed data well.  

 
Table 3 The fitness criteria of the best five networks 

Network Fitness Criteria 
40-2-1 0.672 
40-6-1 0.712 
40-7-1 0.737 
40-10-1 0.902 
40-12-1 0.840 

 
4.2 Model Comparison and Discussion 
 

In order to recognize the most acceptable model for the 
current research, the evaluation associated with the 
correlation coefficient, R-Squares, Root Mean Square 
Error (RMSE) and Mean Square Error (MSE) between data 
was performed, in which low value of MSE and RMER and 
great value of correlation would be selected as the most 
suitable model. These four tests were chosen to recognize 
the accuracy due to the fact that they were applied as a 
criterion for such an assessment. 

The RMSE and MSE, Eq. (8), is frequently used to 
calculate the distinctions between actual data set and the 
values estimated by predicted models. A correlation 
coefficient is actually a numerical calculator, which means 
a statistical relationship between two parameters. They all 
presume values in the range from −1 to +1, where ±1 
signifies the strongest possible agreement and 0 the 
strongest possible disagreement. R-squared recognized as 

the coefficient of determination, is the proportion of the 
variance in the dependent parameter that is predictable 
from the independent parameters. In this regard, it can be 
estimated as follows: 
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where: y  - the mean of the observed data, yi - observed 

data, n - the number of observed data, fi - the predicted 
values associated with new models. 

The conclusion summary of the ANNꞌs and GLMꞌs 
models is given in Tab. 4. The values of correlation for 
GLMꞌs and ANNꞌ models are relatively close to 1 which 
was estimated to be around 0.86 and 0.98, respectively. It 
clearly shows that ANNꞌs model provides a better result 
than GLMꞌs model. 

As can be seen from Tab. 4, the R-squared values for 
the ANNꞌs and GLMꞌs models are calculated to be around 
0.97 and 0.75, respectively, which clearly shows that 
ANNꞌs model generated reasonably more reliable results 
than GLMꞌs model. In addition, the values of MSE and 
RMSE values for ANNꞌs model were computed to be 
around 3.89 and 1.97, while it was estimated that for 
GLMꞌs model they were around 16.59 and 4.07. In this 
case, the values closer to zero are much better. In general, 
the conclusion summary of the ANN in Tab. 4 contains 
high correlation coefficient and R-squared values as well 
as low MSE and RMSE of the tested network and the 
superiority of the ANNꞌs model is understood. 

 
Table 4 Comparison of GLM model to ANN model 

Model Correlation R-Squares MSE RMSE 
GLM 0.8664 0.7506 16.59 4.07 
ANN 0.9874 0.9749 3.89 1.97 

 
For more comparison between GLMꞌs and ANNꞌs 

model, Fig. 3 demonstrates the number of observations 
corresponding to the number of traffic accidents during 
analysis. This graph displays a line graph of the actual data 
and output values related to the ANNꞌs and GLM models. 
Accordingly, the ANNꞌs model is intimately related to the 
real traffic accident data while the outputs of the GLMꞌs 
model were predicted in different trends. The results 
expressed the high accuracy of the ANN outputs in 
predicting the number of traffic accidents in different 
sections of the highway. 

Tab. 5 shows the importance percentages of traffic 
accident parameters based on the ANNꞌs model. Outcomes 
exhibited that the number of horizontal curvature with 52 
percentages is the most substantial factor which impacts 
the number of accidents that happened on the highways.  
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Table 5 Importance percentages of traffic accident parameters for ANN analysis 
Input Column Name Importance / % 

The number of horizontal curvature 52 
Annual average daily traffic 14 

The number of vertical curvature 12 
Section length 10 

Highway location 6 
Years 2.5 

Traffic accidents occurred in summer 2.3 
Traffic accidents with heavy vehicles 1.2 

 
Additionally, the percentages of the AADT (14%), 

followed by the number of vertical curvature (12%) and 
section length (10%) have also impacted the traffic 
accidents remarkably. In this regard, heavy vehicles with 

1.2% were determined as the lowest feature related to the 
traffic accident prediction on the highway. 

In order to take into account the performance of the 
ANNꞌs model for future prediction, ten years period from 
2020 until 2030 was utilized. The outcome of the model 
demonstrates (Tab. 6) that, by 2030, the estimated number 
of accidents in Erzurum is predicted to be around 4591 
which have annual growth rate of almost 11.22% from 
2020. This is because the number of vehicles has been 
increasing; consequently, traffic accidents are expected to 
increase in the future. In addition, the values of growth rate 
are shown in Table 6 where the percentage for 2025, 2027, 
2028, 2029 and 2030 was predicted to be much higher than 
for other years. 

 

 
Figure 3 Relationship between target and output values of the models 

 
Table 6 Number of accident prediction in Erzurum city from 2020 until 2030 

Year 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 
Accident 

Prediction 
1584 1687 1755 1854 1954 2345 2532 2853 3354 3824 4591 

Growth rate / %  6.50 4.03 5.65 5.39 20.01 7.97 12.67 17.56 14.01 20.06 

 
5 CONCLUSION 

 
This research was carried out to create a robust model 

to predict the risk factors and accident frequency in 
Erzurum, Turkey using ANN and GLM methods. Data was 
gathered from the quantity of accidents included in a period 
of 14 years, from 2005 to 2019, from the 12th Highway 
Regional Directorate and Directory of the City Traffic 
Region. After the preprocessing procedure and removing 
the erroneous and missing data, information on 18956 
accidents was employed in this research. In order to make 
the prediction, a variety of variables such as years, highway 
location, section length, AADT, the number of the 
horizontal curves, the number of the vertical curves, the 
number of traffic accidents caused by heavy vehicles, the 
number of traffic accidents in summer, were used. 
Compared to the ANN and GLM utilized in the current 
research, the suggested ANN model attained much better 
fitting and forecasting functionality compared to the GLM 
when modeling accident frequency was the greatest 
performing model with the high value of correlation and 
lowest MSE and RMER. To consider the functionality of 
the ANN model for future estimates, 10 years period from 
2020 to 2030 was utilized. As the research outcomes 
signify, by 2030, the approximated quantity of crashes in 
Erzurum is predicted to be around 4591 with an average 
growth rate of almost 11.22% from 2020. The outcomes 

demonstrated that the most important elements in 
forecasting the number of traffic crashes were the number 
of horizontal curvatures, followed by AADT, the number 
of vertical curvatures, and section length. Eventually, the 
results of this research are effective and strong modeling in 
road safety applications. In this regard, to overcome traffic 
crashes a much better-comprehended geometry adjustment 
associated with horizontal or vertical curves may be taken 
as an indicator of a significant safety issue in decreasing 
accidents. 
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