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ABSTRACT
Many eye diseases such as Diabetic Retinopathy, Cataract, Glaucoma have their symptoms
shown in the retina. To detect such diseases, the normal and abnormal retina should be differen-
tiated. The Optic disc has been a prominent landmark for finding abnormalities in the retina. In
this paper, we attempted two methods to localize the optic disc using the segmentation which
is done on the interferencemap that is obtained from a family of generalizedmotion patterns of
the image. In brief, we are addingmotion to the image so that thebright regions canbe extracted
well by improving the contrast between the object and its background in the image. Then, the
region of interest has been taken and binary image has been generated. In the 1st method, by
thresholding, the optic disc has been segmented and its centre has been found. In the second
method, the grab cut is used for segmentation. Both of our methods show better results when
compared with the competing method.
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1. Introduction

Diabetic Retinopathy and Glaucoma are the most com-
mon diseases related to the retina. Detecting the abnor-
mality and symptoms in the early stage can prevent or
lessen the effect of vision loss.Most common computer-
aided techniques need ophthalmologistâeTMs exami-
nation and supervision on the diagnosis results. By
providing information about the abnormalities, we are
reducing the burden of the ophthalmologist. Thereby
also helping a non-expert understand the problem. The
efficiency of diagnosis can be improved by predicting
the abnormalities more accurately.

For the automated detection of the abnormality, the
detection of the optic disc and macula assist us to
get vital information. Many methods have been dis-
cussed in the literature for finding the optic disc by
observing the intensity and geometrical features. In
our work, we proposed two methods for segmenting
the optic disc. The first method is an extension to
[1] which uses Interference map introduced in [2] to
segment the optic disc. We extended the concept by
applying a threshold on the red channel image which
proved to be more effective and efficient, based on the
results we observed. The secondmethod uses the graph
cut method by using the prior information obtained
from the [1] method (Figure 22). This graph cut based
method has given even better results compared to the
first method. In the following sections, we present a lit-
erature survey, give a rundown about the method we

adopted and discuss the novelty we brought, followed
by experimental study and conclusion.

2. Literature survey

Many optic disc segmentation methods have been pro-
posed in the past. However, finding the exact optic disc
centre and accurate segmentation is a challenging prob-
lem. A few thresholding based optic disc segmentation
approaches proposed in the literature are summarized
as follows.

The paper by Thomas et al. talks about using mor-
phological techniques. The input image was filtered
with a hexagonal shaped structuring element with clos-
ing and opening operations. Later thresholded to get
the bright region which contains optic disc in the form
of a binary image. Contours of the optic disc were
obtained using gradient-based watershed transforma-
tion. However, the method was not efficient for the low
contrast images and irregular illuminations [3].

The paper by Ghafar et al. talks about using hough
transform to get some approximate optic disc. Lee
filter was applied to attenuate the distortions. The
input retinal image was firstly enhanced using Sobel
operator and the local thresholding was applied using
mean and variance. Later, the output obtained by using
Hough transform and lee filter was thresholded to
obtain the optic disc by taking the maximum intensity
region [4].
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The paper by Noor et al. talks about finding the cup
to disc ratio for the diagnosis of glaucoma. The mini-
mum, maximum and mean values from each red, red
and green channels were considered for finding the
multiple thresholds. Initially, the region of interest was
taken. Later, post processing was applied to find the cup
to disc ratio. But the performance of optic disc and optic
cup segmentation were degraded [5].

The paper by Tehmina et al. talks about apply-
ing OtsuâeTMs thresholding for the image. Image
pre-processing was done using bi-linear interpolation
and histogram equalization to enhance resolution and
contrast. Later, the noise was removed using mean
and median filters. Then, OtsuâeTMs thresholding was
applied to get the initial optic disc. At last, the con-
vex hull was applied to the obtained output to get the
ultimate optic disc [6].

3. GMP and interferencemap

3.1. Generalizedmotion pattern

The concept of Generalized motion pattern(GMP) was
used in [7]. They argue that the smear pattern holds
more information about the scene and simulated it
by inducing motion in a given image. The resulting
sequence of images are coalesced to form a motion
pattern. Such GMP is given by

IGMP

(←x) = f (I(Ti

(←x) |1 ≤ i ≤ N)) (1)

where←x denotes the pixel location and i denotes the ith
image obtained for applying ith rotation of the image
formingN images totally. f (.) is the coalescing function
applied on those images for obtaining the GMP.

3.2. Interferencemap

The K GMPs generated with K different pivots (ran-
domly selected points in the image) are combined
together to get an Interference Map [2]. Interference
Map is given by

Iint
(←x) = ϕ(Ck) = ϕ(IkGMP

(←x) |1 ≤ k ≤ K) (2)

The coalescing function ϕ(.) combines all GMPs into
an InterferenceMap. The method [1] uses this Interfer-
ence Map to find the optic disc. 150 pivot points were
chosen randomly and the image was rotated about the
pivot point with step angle(θ) 1 within range (0, 360).
Median was used as coalescing function f (.) and point-
wise quartile generator as ϕ(.). The interference map
generated in this process gives the information about
the bright regions in the image. The interference map
is thresholded using (3) to give binary image which

contains candidate regions.

Ijbin
(←x) =

(
255 if Iint

(←x) > Ihigh − j ∗ step_size
0 otherwise

(3)

step_size = (Ihigh − Ilow)/20 (4)

The time taken for the method [1] to segment OD is
high as they are taking 150 pivot points. We observed
thatmax interferencemap generationworks better than
the median interference map generation when tested
with standard dataset Drishti-GS1 [8].

4. Grab cut Technique

Grab cut [9] is an algorithm which is used widely for
solving segmentation problems. It uses the Gaussian
MixtureModel (GMM) tomodel the probability distri-
bution over the pixels and trains it iteratively to segment
the foreground and background regions by incorporat-
ing the graph cuts [10].

A graph is constructed as follows: G = (V , E, C)

where V = P∪{ s, t},
where P = {(i, j)/(i, j) is pixel location, 0 ≤ i ≤ m−

1, 0 ≤ j ≤ n− 1} s and t are special vertices called
source and sink respectively.

E={(u, v)/u, v∈P and u and v are adjacent vertices}
∪{ (s, v)/v ∈ P} ∪{ (v, t)/v ∈ P}

for each (u,v) ∈ E, C(u,v) is defined using GMM as
follows:

Two GMMs are created for background region and
foreground region. Each one has 5 clusters to cluster the
RGB pixel values of the given image. The parameters of
each gaussian cluster c areμc,�c and πc. GMM is given
by

p(x) = �K
c=1πcN (x|μc,�c) (5)

where

N (x|μ,�) = 1
(2π)D/2

1
|�|1/2

× exp{−1
2
(x− μ)T�−1(x− μ)} (6)

The labels of background and foreground are given
asαn = 0 andαn = 1. Initially, a trimap is usedwhich is
defined as L = {LB, LU , LF}. Where LB is set of all back-
ground pixels, LU is set of all unknown pixels and LF is
set of all foreground pixels. When the segmentation is
initialized, the region around the rectangular box (ROI)
is treated as a background region and stored in LB. Pixel
inside the rectangular box are stored in LU and LF will
be an empty set.

The GMM for the background is created by the
pixels in LB where αn = 0 and the GMM for the fore-
ground is created by the pixels in LU where αn =
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Figure 1. Pipeline of the Grab cut algorithm.

1. Iterations are performed by grab cut to assign the
foreground and background labels and by clustering
the pixels in LU depending on the weighting function
defined as [11]:

C(s, n) = −log
K∑
c=1

π(1, c)
1√

det�(1, c)

e−
1
2 [zn−μ(1,c)]T�(1,c)−1[zn−μ(1,c)] (7)

C(t, n) = −log
K∑
c=1

π(0, c)
1√

det�(0, c)

e−
1
2 [zn−μ(0,c)]T�(0,c)−1[zn−μ(0,c)] (8)

where π(1, c) = πc given by GMM for foreground,
π(0, c) = πc given by GMM for background,
n LU and z is RGB row vector for n
for each n ∈ LU
cn : arg minCn(αn, cn,μn,�n,π_n, zn)

cn ∈ {1, 2, . . . ,K}

Let p,q be two neighbouring pixels in the image, the
edge weight function for the edges between the neigh-
bouring pixels is defined as C(p,q) = δ(αp,αq) e−β

( ‖ zp − zq ‖ )2
where β = (2 < (zp − zq)2 >)−1 where < ·>

denotes the expectation over the image. and

β(p,q) = 1 ifαp 	= αq
0 otherwise

Once the graph is constructed, min cut is per-
formed to segment foreground and background regions
[9]. The Figure 1 shows the pipeline of the grabcut
algorithm.

5. Proposedmethods

5.1. Method 2

We adopted the method to crop the ROI from the
red channel using less number of pivot points which
reduces computational time by a significant margin.

The ROI is of fixed size 500×500 pixels.We have exper-
imented with different thresholds and found that below
mentioned threshold was giving better results. Using
the thresholding,

IOD
(←x) =

(
255 if IROI

(←x) > (Ihigh − range)
0 otherwise

(9)

range = (Ihigh − Ilow)/2 (10)

the binary image is generated with a single candidate
Optic disc region in 90% images inDrishti-GS1 dataset.
Here IROI in (Equation (9) denotes the region of inter-
est (ROI) and IOD contains our candidate Optic discs
in the form of a binary image. The centre of the largest
candidate regions is found and considered as Optic
disc centre. Our method produced better results com-
pared to the method discussed in [1]. The proposed
algorithm 1 is given in as follows.

ALGORITHM 1
Input: Fundus Image
Output: Segmented Optic disc and corresponding pre-
dicted Optic Centre.

(1) Extract the Green channel of the input image Ig .
(2) Using Ig as an input, max interference map IMP

is generated as discussed in [2].
(3) Binary image is obtained from IMP by thresh-

olding and centre of the candidate region in the
binary image is calculated.

(4) Consider in red channel, a square with fixed size
500× 500whose centre is the centre obtained in
S3.

(5) Binary image of the ROI, IOD is obtained
through thresholding, which contains a single
candidate region.

(6) The centre of the candidate region in IOD is con-
sidered as Optic Disc Centre and the candidate
region is interfered to be Optic disc.

5.2. Method 2

We used the region of interest obtained from the
adopted method as input to the grab cut algorithm [9].
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It uses the prior information obtained from the region
of interest which has foreground information as optic
disc and the region outside the region of interest is
treated as background region. It results the segmented
optic disc region with a very good accuracy. We tested
the algorithm with Drishti-GS1 dataset and got better
results than our 1st method. The proposed algorithm 2
is given as follows:

ALGORITHM 2
Input: Fundus Image
Output: Segmented Optic disc.

(1) Extract the Green channel of the input image Ig .
(2) Using Ig as an input, max interference map IMP

is generated as discussed in [2].
(3) Binary image is obtained from IMP by thresh-

olding and centre of the candidate region in the
binary image is calculated.

(4) Consider a region of interest ROI in RGB colour
space about the centre obtained in S3.

(5) The ROI is given as input to the grab cut
algorithm

(6) Binary image IOD is obtained as output of grab
cut which contains a single candidate region.

(7) The centre of the candidate region in IOD is con-
sidered as Optic disc Centre and the candidate
region is interfered to be Optic disc.

6. Time complexity analysis

6.1. Method 1

The time taken to construct a GMP (IGMP) is
	(mn× Nθ ) for an image of dimensionsm× n where
Nθ = 360/θ . We are constructing an interference map
(Iint) using K GMPs in S2. So the time taken for S2
is 	(mn× Nθ × K). Rest all other steps take constant
time. However, K and Nθ are kept as constants in prac-
tice. Therefore, the time complexity of the first method
is 	(mn).

6.2. Method 2

The time taken to construct the graphs is 	(V + E)

where V is no. of vertices and E is no. of edges. Assign-
ing weights to the edges between pixels and terminal
nodes uses GMMwhich runs EM algorithm to find the
parameters in	(Kmn) [12]. Here K is no. of clusters in
GMMwhich is kept as constant. The min cut/max flow
algorithm takes 	(VE) [13].

Hence, the time taken for the extra work done in the
second method is to find region of interest which takes
	(mn)+	(V + E)+	(Kmn)+	(VE).

Therefore, the time complexity of the 2nd method is
	(VE)where V is no. of vertices i.e. mn+2 and E is no.
of edges.

Figure 2. Softmap.

7. Experiments and results

The proposed methods were evaluated on Drishti-GS1
[8] dataset, which has retinal images obtained from the
subjects who are Indians. Figure 2 shows the soft map
obtained on sample regions with Optic disc (OD) from
the dataset. The later shows the OD centre obtained
through our first approach for sample images from
Drishti-GS1 dataset, which is marked with a cross in
images of the last column (Figure 3). Figure 4 shows
theOptic disc centre obtained fromour firstmethod for
sample images from our dataset for which no Ground
Truths(GT) are available. Despite intra-image varia-
tions, proposedmethod 1 produces very good estimates
of the OD centre. The markings were uncertain for
some images having irregular illuminations and noise.
However, the method performs well as in most of the
cases, the images are consistent in terms of illumination
and colour intensities (Figure 5).

It has been observed that the red component of the
image has been working well for segmenting the optic
disc. The red channel of the retinal image has high pixel
intensities compared to green and blue channels which
can be seen in Figure 6.WhereR average (Ravg),G aver-
age (Gavg) andB average (Bavg) are functions of number
of images(image indices). Given by

Ravg(k) =
∑

(x,y) R(fi)(x, y)

mn
(10)

Gavg(k) =
∑

(x,y) G(fi)(x, y)

mn
(11)

Bavg(k) =
∑

(x,y) B(fi)(x, y)

mn
(12)
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Figure 3. OD centre obtained by method 1 for images from Drishti dataset.

Figure 4. OD centre obtained by method 1 for images from private dataset.

The cumulative averages have been obtained for the
three channels which can be seen in Figure 7. The
red channel grows rapidly with the increase in num-
ber of images when compared to other two channels.
In Figure 7, R′, G′ and B′ are the functions of number
of images given by

R′(k) =
K∑
i=1

∑
(x,y) R(fi)(x, y)

mn
(13)

G′(k) =
K∑
i=1

∑
(x,y) G(fi)(x, y)

mn
(14)

B′(k) =
K∑
i=1

∑
(x,y) B(fi)(x, y)

mn
(15)

Where R(fi)(x, y) is the red component of the
image fi at the location (x,y), G(fi)(x, y) is the green
component of the image fi at the location (x,y) and

Figure 5. OD obtained by method 2 for images from Drishti dataset.
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Figure 6. RGB plot.

Figure 7. Cumulative RGB.

Figure 8. Results obtained for different images after varying
contrast.

B(fi)(x, y) is the blue component of the image fi at the
location (x,y).

We studied the effect of the parameter setting on K,
the number of pivot points. Greater the value K, more
the evidence gathered in Iint at an increased computa-
tional cost (Figure 8). From Figure 9, we can observe
that the time taken to perform the proposed method
for a single image increases linearly with the number
of pivots. According to [1], the evidence comprises of

Figure 9. Relationship b/w no. of pivots and time taken.

Figure 10. Accuracy plot w.r.t no. of pivots.

Table 1. Results of OD centres.

Method R/4 R/2 DSC JSC

Proposed method 1 90.01% 97.21% 0.925 0.992
Proposed method 2 92.22% 97.78% 0.934 0.993
Mittal et al.[1] 82.02% 94.38% 0.855 0.892

*R – Average OD radius.

one or more bright regions, among which one serves as
Optic disc. In both of ourmethods, we use the evidence
gathered to locate theOptic disc region and use it as our
ROI, so our approaches work fine even for less num-
ber of pivots. A high step angle (θ) affects localization
while a low θ cannot soften out the background
tissues.

R is the average of the radius of the optic discs for
which GT is provided in Drishti-GS1. The accuracy is
calculated based on the occurrence of predicted OD
centre from the GT within a certain distance. Figure 10
shows the effect of varying k with θ =10 and distance
is R/4. The plots indicate that for 35 ≤ k ≤ 50, better
results are obtained. If the distance between the pre-
dicted OD centre and GT OD centre is less than R/4,
then it is marked as correct prediction and the cor-
responding accuracy on the dataset are given in the
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Figure 11. OD obtained by method 2 for images from private dataset.

Figure 12. DSC Results.

Figure 13. Jaccard Results.

second column of the Table 1. θ was assigned its opti-
mal value (i.e,. 10). Similarly R/2 is considered and
tabulated in the third column. The third and fourth
columns of the Table 1 provide the information about
Dice similarity coefficient (DSC) and Jaccard similarity
coefficient (JSC) calculated using the below formula.

Accuracy = TP+ TN
TP+ FP+ TN+ FN

(16)

Precision = TP
TP+ FP

(17)

Recall = TP
TP+ FN

(18)

DSC = 2 × TP
2 × TP + FP + FN

(19)

JSC = TP
TP + FP + FN

(20)

Figure 14. DSC Noise Results.

Figure 15. Jaccard Noise Results.

Table 2. Results of Segmentation.

Method Precision Recall Accuracy

Proposed method 1 0.96 0.88 0.86
Proposed method 2 0.97 0.90 0.88

True Positive (TP) contains the number of pixels that
are commonly marked as OD in GT and prediction.
False Positive (FP) contains the number of pixels that
are falsely predicted as OD. False Negative (FN) con-
tains the number of pixels that are falsely predicted as
non-OD.

Figure 11 shows the Optic disc centre obtained from
our secondmethod for sample images from our dataset
for which no Ground Truths(GT) are available. We
compared the secondmethod with first one which gave
significant results for theDrishti-GS1 dataset which can
be seen in Figure 12. In Figure 12 the images are in



194 P. JOSHI ET AL.

Figure 16. Segmentation accuracy for method 2.

Figure 17. Segmentation precision for method 2.

Figure 18. Segmentation recall for method 2.

the X-axis and their respective Dice Similarity coeffi-
cients on Y-axis. In Figure 13 the images are in the X-
axis and their respective Jaccard Similarity coefficients
on Y-axis. Despite the variations in contrast obtained
through contrast stretching, the proposed method 2
segmented the optic disc well which can be seen in the
images 8 in the order of original, contrast stretched and
optic disc segmented.

Two methods have been tested on images with dif-
ferent Gaussian noise levels. It has been observed that,

Figure 19. Segmentation accuracy.

Figure 20. Segmentation precision.

Figure 21. Segmentation recall.

the second method performs well despite the noise in
the images whereas first method was not producing the
results. In Figure 14, the plot shows the performance
of the second method with different standard devia-
tions of the Gaussian noise on the X-axis and the Dice
Similarity Coefficient (DSC) on the Y-axis. The Dice
Similarity coefficient of 0.92 was obtained for the stan-
dard deviation of 10 which is a good result despite the
noise. In Figure 15, the plot shows the performance
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Figure 22. Pipeline of the proposed approaches.

of the second method with different standard devia-
tions of the gaussian noise on the X-axis and the Jaccard
Coefficients (JC) on the Y-axis. The Jaccard coefficient
was also not affected much with an increase in noise
levels.

The precision, recall and accuracy for the segmenta-
tion have been obtained for both the proposedmethods
which can be seen in Table 2. The second method has
outperformed the first method in terms of all metrics
namely accuracy, precision and recall. The Figure 16
gives the performance of the second method where
the image numbers(indices) are in X-axis and respec-
tive accuracy on the Y-axis. The Figure 17 gives the
performance of the second method where the image
numbers(indices) are in X-axis and respective precision
on the Y-axis. The Figure 18 gives the performance of
the second method where the image numbers(indices)
are in X-axis and respective recall on the Y-axis. The
Figure 19 gives the performance of both the methods
where the image numbers(indices) are in X-axis and
respective accuracy on the Y-axis. The Figure 20 gives
the performance of both the methods where the image
numbers(indices) are in X-axis and respective precision
on the Y-axis. The Figure 21 gives the performance of
both the methods where the image numbers(indices)
are in X-axis and respective recall on the Y-axis.

8. Conclusion

Two improvized methods of segmenting the optic disc
have been implemented and improvement has been
obtained because of localized segmentation. Applying
motion to the object in the fundus image results in
good contrast between optic disc and its background.
Although the proposed method 1 gives good results in
terms of efficiency and less time consuming compared
to the competing method, its performance reduces in
the case of irregularly illuminated images. The pro-
posed method 2 uses iterative graph cuts and it is
outperforming competing methods on the benchmark
dataset Drishti-GS1 [8] and it also found to be robust to
the gaussian noise. The manual intervening for graph
cut segmentation has been eliminated by using the
motion models. To make it a real-time process, the

number of pivot points used is minimized without
affecting the efficiency. Applying motions to the image
has been working well to find the bright regions and
can be extended further to find the abnormalities in the
retina (Figure 22).
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