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ABSTRACT
Artificial Bee Colony (ABC) algorithm is a meta-heuristic algorithm, is inspired by the bee’s food
search behaviour based on swarm intelligence. Successful applicationswere performedonmany
optimization problems using this algorithm rising in popularity over the past few years. The
update mechanism of the ABC algorithm, despite the fact that its exploration is good, faces the
problem of convergence performance. For solving convergence problem of ABC Algorithm An
Artificial Bee Colony Algorithm Based Fitness Weighted Search (ABCFWS) algorithm proposed in
this paper. In this approach, an intelligent search space is proposed instead of the random search
space of the ABC algorithm. In thismethod, the fitness values of the food source and the selected
neighbour food source are taken as weights and amore balanced search space was found in the
direction of the food source with better fitness value. The proposed method has been applied
to 28 unconstrained numerical optimization test problems with different characteristics and the
results were compared with the ABC algorithm variations. The results show that the proposed
method is successful and competitive.
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1. Introduction

The artificial bee colony (ABC) algorithm has been
developed in 2005 by Dervis Karaboga who inspired
by bee’s food search behaviour [1]. So far, the ABC
algorithmhas been tested on several optimization prob-
lems and successful results have been obtained [2–5]. In
addition to optimization problems, the ABC algorithm
is used for improving image contrast in the field of
image processing [6], increasing the performance of
optical CDMA networks [7], clustering of large-scale
data [8], large scale data clustering [9], optimizing net-
work attacks in cyber security [10], minimizing of net-
work attacks in the field of cybersecurity [11], solving
the vehicle routing problem [11], estimating the multi-
purpose optimal power flow [12], training of artificial
neural networks [13] and routing in wireless sensor
networks [14].

While the search strategy of the ABC algorithm
has a good exploration capability [15], its exploita-
tion capability causes a weak convergence problem in
this algorithm as in other evolutionary based algo-
rithms [16]. The random method used to find a new
food source in the ABC algorithm causes uncertainty
whether the search direction is a good or a bad direc-
tion. This situation leads to instability in the search
strategy of the ABC [17]. Until today, a lot of improve-
ments have been done to improve the performance of
the ABC algorithm. These improvements can basically

be considered under two main groups; the first is the
hybridization with the other algorithms, the second is
to develop a new search strategy or to improve the
existing search strategies [17,18].

Some of the hybrid methods based on the ABC
algorithm are Differential Evolution (DE) [19], Neuro-
Fuzzy System [20], Extended Genetic Programming
[21], Particle SwarmOptimization algorithm [22], Har-
mony Search Algorithm [23], Simulated Annealing
algorithm [24], Quantum Evolutional Algorithm [25],
Bacterial foraging optimization algorithm [26], search
strategy [27].

An important factor in the success of the ABC
algorithm is neighbour selection when developing a
search strategy. There are fitness-based neighbour and
distance-based neighbour selection mechanisms [16].
In the fitness-based method, individuals with better
fitness are more likely to be selected. In the distance-
based method, the individuals that are nearer to the
parent individual are more likely to be selected. The
performance of the ABC is improved using both of
them [16]. In order to investigate the neighbourhood
structure of the swarm system and the diffusing mech-
anism in the ABC algorithm, the search strategy of the
algorithm is improved by adapting the basic compo-
nents of Cellular Automata [17]. In another study that
improves the search capability of the ABC algorithm,
the bees are placed on the nodes of the scale-free
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network in each iteration, the bees with a high-quality
food source are placed on high nodes and the bees with
low-qualities are placed on low nodes. Then, the prob-
ability of connecting low-quality bees to high-quality
bees is increased by the power law distribution property
which is applied to nodes. In this way, each individual is
forced to receive information from its neighbours and
therefore, the convergence speed of the algorithm and
exploitation ability are increased [28].

The latest research of the ABC algorithm; Kiran and
et al. [29] suggested a method that selects the best
update method and a learning strategy according to
the optimization problem. Babaoglu [30] producednew
candidate solutions using the mean and standard devi-
ation values of two food sources selected in the food
source update procedure. Gao et al. [31] proposed a
method of generating new candidate solutions, which
was inspired by the differential evolution algorithm, by
allowing each bee to search around the global best in the
previous iteration. Yang et al. [15] proposed an adap-
tive encoding learning (AEL) method that learns the
distribution of information in the current population
and produces a new candidate solution accordingly. In
this method, besides the existing coordinate system of
the ABC algorithm, they used eigen coordinate system
guided by a covariancematrix learning strategy. A coor-
dinate system is selected based on a probability vector
that determines the selection rate. An adaptive selection
mechanism based on the success rate of each coordi-
nate system in each learning phase of the method is
improved by balancing the exploration and exploitation
abilities of the AEL.

In this paper, in order to eliminate the negativity of
the uncertain search direction of the ABC, we propose
a method for creating a centre of weight by taking into
account the fitness values of the current food source and
the neighbour food source. This method based on the
centre of weight causes the search direction to move
towards the food source with better fitness value. The
proposed method provides to search in a good region
of the solution space. The test results show that the pro-
posed method is more successful than the variants of
the ABC.

The remainder of the paper is organized as fol-
lows: In Section 2, we give a brief overview of the
original ABC algorithm. We propose an Improved
ABC Algorithm Based on Fitness Weighted Search
(ABCFWS) in Section 3. We introduce test functions
in Section 4, give some computational results and anal-
ysis of our comparative study in Section 5. Finally, in
Section 6, we present our conclusions.

2. Artificial Bee Colony Algorithm

The ABC algorithm is inspired by the intelligent
swarming behaviour of honey bees in the foraging pro-
cesses of natural life. In this algorithm, there are three

types of bees; employed bees, onlooker bees and scout
bees. Employed and onlooker bees are equal in num-
ber. One half of the colony comprises employed bees
and the other half consists of the onlooker bees. Each
bee represents a food source, the location of a food
source represents a candidate solution to the optimiza-
tion problem and the amount of nectar indicates the
fitness value of the corresponding solution.

The initial values of the ABC algorithm are a popu-
lation P as well as SN individuals in the D-dimensional
search space. The initial values of an individual Xi =
(xi,1, xi,2, . . . , xi,D) which represents a food source are
generated using Equation (1). New individuals in
the subsequent search strategy are constructed using
Equation (2).

xi,j = xmin,j + rand(0, 1)(xmax,j − xmin,j) (1)

vi,j = xi,j + ∅i,j(xi,j − xk,j), (2)

where individuals xmin,j and xmax,j are the lower value
and the upper value of the generated solution set,
respectively, ∅i,j is a random number in [−1,1], xk,j is
randomly selected neighbour and j ∈ 1, 2, . . . ,D, k ∈
1, 2, . . . , SN. Afterward, by a greedy selection accord-
ing to the quality of the nectar amount, the best solu-
tion is chosen from the previous and current solutions.
The update process of the onlooker bees is the same
as the employer bees. However, the main difference
between them is based on the choice of potential food
sources according to the probabilities calculated by the
fitness values. The probability value pi of an onlooker
individual is calculated using Equations (3) and (4).

pi = fiti/
SN∑
i=1

fiti (3)

fiti =
{

1
1+fi , if fi ≥ 0
fi, if fi < 0

, (4)

where fi is the objective function value. If a position
cannot be further developed in a predetermined num-
ber of loops, then it is assumed that the food source has
been left (abandoned). The value of the predetermined
number of loops is an important control parameter
called the abandonment limit in the ABC algorithm.
Assuming that the abandoned food source is Xi, then
the scout bee as Xi produces a random (Equation (1))
food source.

3. Proposed approach for the ABC algorithm

Although theABC algorithm has a strong global search
capability, it suffers from a weak convergence rate and
loses the balance between exploration and exploration
in the search strategy [17]. Once the initial population
of the algorithm is constructed by Equation (1), a new
solution is obtained by Equation (2). If improvement
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Figure 1. (a) The ABC search space (b) proposed ABCFWS
search spaces.

is achieved with the new solution, then the algorithm
moves towards the optimal solution according to the
quality of the solution otherwise it will not progress.
The choice of neighbour xk,j in Equation (2) plays an
important role in the success of the ABC algorithm.
However, a random selection of neighbour xk,j, regard-
less of its success, has a negative effect on the overall
success. In order to eliminate this negativity, the ABC
algorithm uses a new search space instead of the orig-
inal one that is obtained using the fitness values of the
updated bee and its neighbour (Figure 1).

In the ABC algorithm, in order to move towards
the good food source, a new value is obtained between
the value of the randomly selected neighbour and the
value of the current position. There is no control over
whether the direction of the new value is good or bad,
that is, the search strategy selects a random direction.

In this study, the search space is made more balanced
by considering the fitness values of the solution for both
food sources.

Figure 1(a) shows the original search space of the
ABC algorithm. As can be seen in Figure 1(b), in the
proposed method, we combined two search spaces,
each of length the ABC search space, in two different
directions which intersect with each other. It is easily
seen that the ABCFWS search space is larger than the
ABC search space. Moreover, it is shown in Figures 2
and 3 that the search space searches in the specified
space due to the iterations. In the proposed method,
a new value is obtained by considering the weight of
the fitness value as in Equation (5). In Equal 5 if the
value of the current fitness (Fiti is better than the ran-
domly selected neighbour Fitk fitness, the direction of
the update function is directed to the current solution.
If not, the direction of the update function is directed
to the randomly selected neighbour. The new value is
updated as in Equation (6) in a manner similar to the
original ABC algorithm.

Wi,j =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(Fiti ∗ xi,j) − (Fitk ∗ xk,j)

Fiti + Fitk
, if Fiti > Fitk

(Fiti ∗ xi,j) + (Fitk ∗ xk,j)

Fiti + Fitk
, if otherwise

(5)
where i is the index of the food source, j is a randomly
selected value of the D-dimensional solution set and
k is the randomly selected neighbour’s index. Accord-
ingly, Wi,j is the new weight value obtained for the

Figure 2. Fitness values of updated method.

Figure 3. Updated values of the algorithms.
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Table 1. Unconstrained benchmark functions used in computational tests.

Nr Name Interval C Function

F1 Sphere [−100, 100] US f1(�X) =
n∑
i=1

x2i

F2 Elliptic [−100, 100] UN f2(�X) =
n∑
i=1

(106)(i−1)/(n−1)x2i

F3 SumSquares [−10, 10] US f3(�X) =
n∑
i=1

ix2i

F4 SumPower [−10, 10] MS f3(�X) =
n∑
i=1

ix2i

F5 Schwefel2.22 [−10, 10] UN f5(�X) =
n∑
i=1

∣∣∣∣xi
∣∣∣∣+ n∏

i=1

∣∣∣∣ xi
∣∣∣∣

F6 Schwefel2.21 [−100, 100] UN f6(�X) = maxi{|xi|,1�i�n}
F7 Step [−100, 100] US f7(�X) =

n∑
i=1

(�xi + 0.5�)2

F8 Quartic [−1.28, 1.28] US f8(�X) =
n∑
i=1

ix4i

F9 QuarticWN [−1.28, 1.28] US f9(�X) =
n∑
i=1

ix4i + random[0,1)

F10 Rosenbrock [−10, 10] UN f10(�X) =
n−1∑
i=1

[100(xi+1 − x2i )
2 + (xi − 1)2]

F11 Rastrigin [−5.12, 5.12] MS f11(�X) =
n∑
i=1

[x2i − 10cos(2πxi) + 10]

F12 Non-continuous rastrigin [−5.12, 5.12] MS
f12(�X) =

n∑
i=1

[y2i − 10cos(2πyi) + 10]

yi =
{

xi|xi| < 1
2

round(2xi)
2 |xi|�1

2

}

F13 Griewank [−600, 600] MN f13(�X) = 1
4000

n∑
i=1

x2i −
n∏
i=1

cos
(

xi√
i

)
+ 1

F14 Schwefel2.26 [−500, 500] UN f14(�X) = 418.98∗n −
n∑
i=1

xisin
(√|xi|

)

F15 Ackley [−32, 32] MN f15(�X) = −20exp

{
−0.2

√
1
n

n∑
i=1

x2i

}
− exp

{
1
n

n∑
i=1

cos(2πxi)
}

+ 20 + e

F16 Penalized1 [−50, 50] MN f16(�X) = π
n

{
10sin2(πy1) +

n−1∑
i=1

(yi − 1)2[1 + 10sin2(πyi+1)] + (yn − 1)2
}

+
n∑
i=1

u(xi ,10,100,4)yi = 1 + 1
4 (xi + 1)uxi ,a,k,m =

⎧⎪⎨
⎪⎩
k(xi − a)mxi > a
0 − a�xi�a
k(xi − a)mxi < −a

F17 Penalized2 [−50, 50] MN f17(�X) = 1
10

{
sin2(πx1) +

n−1∑
i=1

(xi − 1)2[1 + sin2(3πxi+1)] + (xn − 1)2[1 + sin2(2πxi+1)]
}

+
n∑
i=1

u(xi ,5,100,4)

F18 Alpine [−10, 10] MS f18(�X) =
n∑
i=1

|xi · sin(xi) + 0.1 · xi|

F19 Levy [−10, 10] MN f19(�X) =
n−1∑
i=1

(xi − 1)2[1 + sin2(3πxi+1)] + sin2(3πx1) + |xn − 1|[1 + sin2(3πxn)]

F20 Weierstrass [−0.5, 0.5] MN f20(�X) =
D∑
i=1

(
kmax∑
k=0

[akcos(2πbk(xi + 0.5))]

)

−D
kmax∑
k=0

[akcos(2πbk0.5)]a = 0.5,b = 3,kmax = 20

F21 Schaffer [−100, 100] MN f20(�X) =
D∑
i=1

(
kmax∑
k=0

[akcos(2πbk(xi + 0.5))]

)

−D
kmax∑
k=0

[akcos(2πbk0.5)]a = 0.5,b = 3,kmax = 20

F22 Himmelblau [−5, 5] MS f22(�X) = 1
n

n∑
i=1

(x4i − 16x2i + 5xi)

F23 Michalewicz [0, π ] MS f23(�X) = −
n∑
i=1

sin(xi)sin20
(

i∗x2i
π

)

(continued).
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Table 1. Continued.

Nr Name Interval C Function

F24 Shifted sphere [−100, 100] US f24(�X) =
n∑
i=1

z2i z = x − o

F25 Shifted rastrigin [−5.12, 5.12] MS f25(�X) =
n∑
i=1

[z2i − 10cos(2πzi) + 10]z = x − o

F26 Shifted griewank [−600, 600] MN f26(�X) = 1
4000

n∑
i=1

z2i −
n∏
i=1

cos
(

zi√
i

)
+ 1z = x − o

F27 Shifted ackley [−32, 32] MN f27(�X) = −20exp

{
−0.2

√
1
n

n∑
i=1

z2i

}
− exp

{
1
n

n∑
i=1

cos(2πzi)
}

z = x − o

F28 Shifted alpine [−10, 10] MN f28(�X) =
n∑
i=1

|zi · sin(zi) + 0.1 · zi|z = x − o

proposed method, Fiti is the fitness value of the current
solution and Fitk is the fitness value of the neighbour
solution which is chosen randomly. The new weight
value obtained by Equation (5) is used in Equation (6)
in the ABC algorithm.

vi,j = Wi,j + ∅i,j(xi,j − xk,j) (6)

Here, by replacing the current value xi,j in Equation
(2) of the original ABC algorithm with the weighted
Wi,j value, the search strategy becomes balanced and
able to search better. The fitness values used in the
weighting of the proposed method for each iteration
are shown in Figure 2. A comparison of the new val-
ues obtained according to these fitness weights with the
old values is given in Figure 3.

It is seen in Figures 2 and 3 that the proposedmethod
obtains more balanced values in the intervals indicated
in Figure 1 than the ABC algorithm.

Figure 2 shows the fitness values of the food source
of the selected neighbour to be updated. Figure 3 shows
the new values obtained by the original ABC algorithm
and the proposed method depending on the same fit-
ness value. When Figure 3 is examined, it can be seen
that the new values obtained by the proposed method
are closer to the value of the good food source. This
principle is the key success factor of the proposed
method.

4. Benchmark functions

In order to investigate the convergence and analyse
the performance of the ABCFWS algorithm, 28 uncon-
strained numerical optimization test functions which
are commonly used in the literature are given in Table 1
[29]. The selected problems have unimodal (U), mul-
timodal (M) or separable (S) and non-separable (N)
properties as indicated in column C in Table 1 so that
they can test different properties of the algorithms.
As additional information, the shifted vector in the
functions F24-F28 is generated randomly in the search
intervals of the problems.

5. Experimental results and discussion

5.1. Experimental settings

The proposed ABCFWS algorithm has been tested on
28 test functions. We perform 30 independent runs
for each instance to get reliable statistical results. The
dimensions of the test functions other than F22 and
F23 are 30, 60 and 100. For functions F22 and F23, the
dimensions are set to 100, 200 and 300.

In all experimental tests and comparisons, the
swarm size is chosen as NP = 40, the number of
employee bees or food sources is chosen as half of the
swarm, i.e. SN = NP / 2. Scout bees are chosen as the
other half of the swarm.

The value of abandonment limit is taken as limit =
D∗SN in the ABC, GABC and ABCVSS algorithms and
as limit = 0.6∗D∗N in the ABC/Best/2 algorithm [31].

For a fair comparison, the parameter maxFEs (max-
imum number of the function evaluations) is set to
150,000, 300,000 and 500,000 for the functions with
D = 30, D = 60 and D = 100, respectively.

5.2. Experimental results

In addition to the standard deviation and average per-
formance data which are used to investigate the accu-
racy and robustness of the solutions obtained in opti-
mization algorithms, convergence graphs are an impor-
tant metric for the comparison of algorithms in the
computational test.

The comparison of the proposed ABCFWS algori
thm with the original ABC algorithm and the ABCVSS
algorithm [29] in terms of their evolutionary processes
and convergence characteristics for the first 5000 itera-
tions of the solutions on the 15 test problems is given in
Figure 4.

According to Figure 4, the proposed ABCFWS
algorithm yields convergence rates worse than the
ABCVSS only for F4, worse than the ABC and the
ABCVSS for F10 and worse than the ABC for F14.
When we analyse the convergence graphs, we can eas-
ily see that the proposed ABCFWS algorithm converges
more quickly for 12 of the problems. Considering these
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Figure 4. The convergence performance of the algorithms on the first 15 test functions with 30 dimension.

convergence graphs in general, it is seen that the pro-
posed algorithm obtains a better convergence rate than
the other algorithms.

In addition to the convergence graphs, mean
and standard deviation values of 30 independent
experimental test results are obtained to analyse the
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Table 2. Comparison of the basic ABC variants on the 30 and 100 (F22, F23) dimensional function.

ABC GABC ABCBest2 MABC ABCVSS ABCFWS

Function Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev.

F1 5,10E-16 8,40E−17 4,62E-16 7,12E−17 5,96E-35 3,61E−35 9,43E-32 6,67E−32 1,53E-81 8,37E−81 1,2E-123 1,4E-123
F2 4,79E-16 9,88E−17 3,62E-16 7,88E−17 1,70E-28 2,35E−28 3,66E-28 5,96E−28 4,82E-82 2,63E−81 8,33E-119 9,87E-119
F3 5,06E-16 9,20E−17 4,55E-16 7,00E−17 5,55E-36 3,36E−36 2,1E-32 1,56E−32 3,19E-89 1,48E−88 1,22E-124 1,32E-124
F4 2,85E-17 9,69E−18 1,64E-17 8,07E−18 3,00E-46 1,07E−45 2,7E-69 5,38E−69 5,55E-115 3,04E−114 8,57E-129 2,41E-128
F5 1,28E-15 1,44E−16 1,35E-15 1,36E−16 1,36E-18 4,27E−19 2,4E-17 9,02E−18 7,89E-43 4,32E−42 8,24E-65 7,04E-65
F6 7,27E-01 3,25E−01 2,18E-01 4,01E−02 3,55E+00 4,79E−01 1,02E+01 1,49E+00 4,08E-02 2,20E−02 1,85E-03 2,53E-04
F7 0 0 0 0 0 0 0 0 0 0 0 0
F8 2,01E-16 4,74E−17 1,21E-16 3,99E−17 3,1E-76 2,89E−76 1,45E-67 2,28E−67 3,25E-154 1,78E−153 3,89E-246 0
F9 4,86E-02 1,49E−02 2,03E-02 5,74E−03 0,0253 4,67E−03 0,0371 8,53E−03 1,81E-02 5,27E−03 1,54E-02 3,85E-03
F10 4,32E-02 4,71E−02 3,21E-01 8,21E−01 5,45E+00 8,40E+00 0,611 4,55E−01 3,87E-01 1,54E+00 2,89E+00 2,02E+00
F11 0 0 0 0 0 0 0 0 0 0 0 0
F12 0 0 0 0 0 0 0 0 0 0 0 0
F13 7,62E-11 4,18E−10 3,70E-17 5,32E−17 1,81E-08 6,29E−08 0 0 0 0 0 0
F14 1,09E-12 9,06E−13 9,42E-02 5,16E−01 1,76E-12 3,32E−13 1,21E-13 4,53E−13 4,85E-13 8,18E−13 7,07E-06 2,38E-05
F15 3,79E-14 3,99E−15 3,20E-14 3,36E−15 3,07E-14 3,43E−15 4,13E-14 2,17E−15 2,45E-14 4,00E−15 2,38E-14 3,38E-15
F16 5,08E-16 5,15E−17 4,12E-16 8,36E−17 1,57E-32 5,57E−48 1,9E-32 3,70E−33 1,57E-32 5,57E−48 1,57E-32 5,57E-48
F17 4,88E-16 7,45E−17 4,01E-16 8,19E−17 1,35E-32 5,57E−48 2,23E-31 1,46E−31 1,35E-32 5,57E−48 1,35E-32 5,57E-48
F18 8,82E-10 2,19E−09 3,41E-09 1,13E−08 3,23E-14 9,14E−14 1,58E-16 2,48E−16 3,66E-44 1,93E−43 8,43E-35 2,52E-34
F19 4,21E-16 8,31E−17 3,28E-16 5,03E−17 1,35E-31 6,68E−47 1,48E-31 2,30E−32 1,35E-31 6,68E−47 1,35E-31 6,68E-47
F20 0 0 0 0 9,47E-16 2,46E−15 0 0 0 0 0 0
F21 3,27E-01 4,44E−02 2,66E-01 4,39E−02 0,281 3,92E−02 0,295 3,17E−02 2,84E-01 5,69E−02 1,81E-01 3,72E-02
F22 −7,83E-01 1,02E−10 −7,83E+01 2,94E−14 −7,83E+01 4,86E−09 −7,83E+01 2,06E−07 −7,83E+01 3,02E−10 −7,83E+01 8,25E-14
F23 −9,63E-01 4,42E−01 −9,94E+01 4,18E−02 −8,94E+01 4,72E−01 −9,07E+01 5,03E−01 −9,94E+01 8,84E−02 −9,42E+01 2,42E-01
F24 4,91E-16 7,25E−17 4,38E-16 8,43E−17 0 0 0 0 0 0 0 0
F25 0 0 0 0 0 0 0 0 0 0 0 0
F26 8,17E-10 4,47E−09 3,33E-17 5,17E−17 1,46E-07 7,78E−07 0 0 0 0 1,54E-04 2,57E-04
F27 3,73E-14 4,45E−15 3,20E-14 2,80E−15 3,01E-14 3,70E−15 4,92E-14 5,31E−15 2,53E-14 4,55E−15 1,61E-14 2,23E-15
F28 1,35E-09 3,48E−09 6,65E-08 2,39E−07 1,33E-13 4,89E−13 1,38E-16 8,11E−17 7,49E-17 1,48E−17 8,30E-06 5,84E-06
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Table 3. Comparison of the basic ABC variants on the 60 and 200 (F22, F23) dimensional functions.

Original ABC GABC ABCBest2 MABC ABCVSS ABCFWS

Func. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std,Dev, Mean Std.Dev. Mean Std.Dev.

F1 1,24E-15 1,16E−16 1,06E-15 1,21E−16 4,82E-33 2,59E−33 6,03E-29 4,31E−29 1,09E-83 5,01E−83 1,29E-122 1,67E-122
F2 1,15E-15 1,50E−16 8,97E-16 9,29E−17 5,86E-27 1,13E−26 3,51E-25 2,72E−25 1,01E-82 5,54E−82 1,54E-117 1,64E-117
F3 1,21E-15 1,59E−16 1,04E-15 1,27E−16 9,10E-34 3,87E−34 1,39E-29 8,84E−30 8,17E-86 4,47E−85 7,80E-123 9,24E-123
F4 4,31E-17 1,47E−17 2,85E-17 1,01E−17 7,53E-39 3,95E−38 3,00E-62 3,87E−62 1,59E-118 8,70E−118 3,89E-127 9,17E-127
F5 2,80E-15 2,40E−16 2,96E-15 1,85E−16 1,58E-17 3,32E−18 6,96E-16 1,20E−16 1,47E-45 7,00E−45 4,74E-64 3,01E-64
F6 9,56E+00 2,32E+00 4,47E+00 6,09E−01 2,40E+01 2,16E+00 3,77E+01 3,14E+00 1,68E+00 4,05E−01 1,62E-01 2,14E-02
F7 0 0 0 0 0 0 0 0 0 0 0 0
F8 4,89E-16 6,20E−17 3,73E-16 6,67E−17 6,76E-72 6,26E−72 5,00E-62 9,38E−62 7,09E-171 0 3,03E-242 0
F9 9,66E-02 1,84E−02 5,43E-02 7,03E−03 6,79E-02 9,38E−03 1,14E-01 1,16E−02 4,35E-02 7,69E−03 3,64E-02 4,48E-03
F10 9,28E-02 1,37E−01 3,30E+00 1,28E+01 5,10E+01 3,77E+01 1,51E+00 1,34E+00 5,27E-01 1,18E+00 4,34E+01 1,32E+01
F11 0 0 0 0 0 0 0 0 0 0 0 0
F12 0 0 0 0 0 0 0 0 0 0 0 0
F13 3,74E-16 2,92E−16 2,47E-04 1,35E−03 3,96E-09 2,04E−08 0 0 0 0 0 0
F14 9,55E-01 5,23E+00 3,97E+01 6,47E+01 3,95E+00 2,16E+01 3,56E-11 2,18E−12 3,64E-11 0 4,72E-05 7,73E-05
F15 8,68E-14 8,48E−15 7,31E-14 5,57E−15 7,47E-14 4,12E−15 1,37E-13 1,24E−14 5,93E-14 7,65E−15 5,44E-14 3,86E-15
F16 1,18E-15 1,13E−16 1,05E-15 1,21E−16 7,85E-33 2,78E−48 6,19E-31 3,62E−31 7,85E-33 2,78E−48 7,85E-33 2,78E-48
F17 1,14E-15 1,33E−16 1,01E-15 1,28E−16 1,35E-32 5,57E−48 3,80E-29 1,87E−29 1,35E-32 5,57E−48 1,35E-32 5,57E-48
F18 2,31E-07 7,68E−07 7,34E-07 1,70E−06 2,23E-11 3,77E−11 8,20E-16 4,69E−16 5,42E-47 2,02E−46 1,83E-26 2,04E-26
F19 1,07E-15 1,26E−16 8,89E-16 8,73E−17 1,41E-31 1,47E−32 4,08E-30 2,58E−30 1,35E-31 6,68E−47 1,35E-31 6,68E-47
F20 1,75E-14 1,03E−14 9,00E-15 7,90E−15 2,65E-14 8,94E−15 9,94E-15 5,68E−15 0 0 0 0
F21 4,76E-01 7,84E−03 4,62E-01 1,79E−02 4,68E-01 9,17E−03 4,84E-01 3,62E−03 4,72E-01 1,42E−02 3,93E-01 6,73E-02
F22 −7,83E+01 5,77E−09 −7,83E+01 4,89E−14 −7,83E+01 1,76E−08 −7,83E+01 2,40E−07 −7,83E+01 6,84E−06 −7,83E+01 2,11E-13
F23 −1,93E+02 6,18E−01 −1,96E+02 2,84E−01 −1,76E+02 6,92E−01 −1,74E+02 9,91E−01 −1,99E+02 6,38E−01 −1,87E+02 3,30E-01
F24 1,16E-15 1,63E−16 1,01E-15 1,23E−16 0 0 5,61E-29 4,18E−29 0 0 0 0
F25 0 0 0 0 0 0 0 0 0 0 0 0
F26 2,63E-16 2,71E−16 6,66E-17 1,08E−16 1,44E-08 7,17E−08 0 0 0 0 0 0
F27 8,38E-14 7,20E−15 7,54E-14 5,00E−15 7,39E-14 3,54E−15 2,00E-13 3,07E−14 5,97E-14 8,52E−15 3,88E-14 2,27E-15
F28 1,04E-07 2,24E−07 1,24E-05 5,65E−05 2,53E-10 1,17E−09 9,71E-16 5,70E−16 2,86E-16 3,41E−16 4,59E-05 2,78E-05
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Table 4. Comparison of the ABC variants on the 100 and 300 (F22, F23) dimensional functions.

Original ABC GABC ABCBest2 MABC ABCVSS ABCFWS

Func. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Std.Dev.

F1 2,18E-15 2,35E−16 1,84E-15 1,72E−16 5,09E-32 2,03E−32 1,43E-27 8,12E−28 1,01E-83 5,52E−83 1,39E-124 1,06E-124
F2 2,03E-15 1,98E−16 1,66E-15 1,72E−16 2,81E-26 1,61E−26 3,52E-24 2,47E−25 5,29E-75 2,80E−74 1,56E-119 1,83E-119
F3 2,22E-15 2,08E−16 1,85E-15 2,00E−16 2,15E-32 1,24E−32 4,46E-28 2,08E−28 5,31E-85 2,68E−84 1,19E-124 1,13E-124
F4 5,25E-17 1,38E−17 3,66E-17 9,63E−18 1,92E-29 6,05E−29 1,92E-48 3,42E−48 4,86E-109 2,66E−108 6,89E-160 0
F5 5,01E-15 2,95E−16 5,17E-15 2,24E−16 7,21E-17 1,36E−17 4,41E-15 1,50E−15 3,94E-40 2,12E−39 7,79E-69 3,82E-69
F6 2,39E+01 3,32E+00 1,59E+01 1,55E+00 5,06E+01 2,67E+00 5,98E+01 1,60E+00 7,91E+00 1,32E+00 1,36E+00 1,48E-01
F7 0 0 0 0 0 0 0 0 0 0 0 0
F8 9,81E-16 1,02E−16 7,50E-16 9,05E−17 1,61E-69 1,73E−69 5,72E-60 5,32E−60 0 0 0 0
F9 1,65E-01 2,60E−02 9,47E-02 1,26E−02 1,42E-01 1,58E−02 2,31E-01 2,79E−02 7,87E-02 1,16E−02 6,79E-02 7,63E-03
F10 1,97E-01 3,53E−01 2,40E+01 3,39E+01 1,18E+02 5,76E+01 1,98E+00 1,30E+00 5,14E-01 1,05E+00 1,04E+02 1,86E+01
F11 0 0 0 0 0 0 0 0 0 0 0 0
F12 0 0 0 0 0 0 0 0 0 0 0 0
F13 4,66E-16 4,19E−16 1,26E-16 1,56E−16 2,94E-10 1,16E−09 0 0 0 0 0 0
F14 4,55E-10 1,79E−09 1,20E+02 1,22E+02 1,32E+00 7,21E+00 1,19E-10 4,06E−12 1,12E-10 3,67E−12 1,14E-10 3,63E-12
F15 1,51E-13 6,97E−15 1,32E-13 9,74E−15 1,39E-13 5,75E−15 3,56E-13 2,29E−14 1,11E-13 9,93E−15 1,14E-13 6,01E-15
F16 2,16E-15 2,62E−16 1,90E-15 1,95E−16 4,71E-33 1,39E−48 1,89E-30 8,42E−31 4,71E-33 1,39E−48 4,71E-33 1,39E-48
F17 2,11E-15 2,07E−16 1,85E-15 1,68E−16 2,18E-32 6,62E−33 1,81E-28 6,44E−29 1,35E-32 5,57E−48 1,35E-32 5,57E-48
F18 1,18E-05 2,84E−05 1,92E-05 3,56E−05 8,44E-10 1,74E−09 5,83E-15 1,97E−15 2,78E-17 1,17E−16 2,27E-06 1,25E-06
F19 2,02E-15 1,57E−16 1,70E-15 1,76E−16 2,42E-31 1,85E−31 8,49E-29 3,57E−29 1,35E-31 6,68E−47 1,35E-31 6,68E-47
F20 8,15E-14 2,33E−14 6,06E-14 1,79E−14 1,29E-13 2,33E−14 5,21E-14 6,69E−15 1,89E-15 7,21E−15 5,31E-14 9,83E-15
F21 4,97E-01 7,90E−04 4,95E-01 1,87E−03 4,97E-01 6,58E−04 4,99E-01 1,75E−04 4,98E-01 8,15E−04 4,89E-01 3,24E-03
F22 −7,83E+01 8,57E−11 −7,83E+01 1,72E−02 −7,83E+01 1,26E−09 −7,83E+01 1,84E−08 −7,83E+01 6,85E−06 −7,83E+01 1,72E-13
F23 −2,89E+02 1,14E+00 −2,88E+02 6,19E−01 −2,67E+02 7,75E−01 −2,63E+02 7,14E−01 −2,98E+02 1,20E+00 −2,84E+02 3,05E-01
F24 2,16E-15 1,81E−16 1,90E-15 1,96E−16 0 0 1,44E-27 9,16E−28 0 0 0 0
F25 0 0 0 0 0 0 0 0 0 0 0 0
F26 4,48E-16 4,71E−16 9,25E-17 1,09E−16 1,01E-12 5,23E−12 0 0 0 0 0 0
F27 1,52E-13 9,00E−15 1,31E-13 7,35E−15 1,38E-13 6,90E−15 5,33E-13 7,58E−14 1,15E-13 1,08E−14 7,20E-14 3,08E-15
F28 4,29E-06 1,47E−05 1,03E-05 2,50E−05 1,01E-09 2,12E−09 3,01E-15 1,39E−15 3,48E-16 2,08E−16 1,43E-04 6,62E-05
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performance of the ABCFWS algorithm. We compare
these results with the values of the same test functions
obtained by the ABC algorithm and its some variants
such as the GABC [18], ABC/Best/2 [31], MABC [32],
ABCVSS [29] algorithms.

A comparison of experimental results for the test
functions with D = 30, D = 60 and D = 100 is pre-
sented in Tables 2–4, respectively.

When the tables comparing ABCFWS algorithm,
which is presented above,withABC,GABC,ABCBest2,
MABC, ABCVSS algorithms were examined, the
ABCFWS algorithm gives better or the same results in
23 of 28 problems, worse results in 5 problems com-
pared to the other algorithms in which the problem
dimension has been taken as D = 30 in Table 2. Of
these problems, while 15 of them give better results, in 8
of themoptimal results have been reached, thus they are
equivalent to other algorithms. However, when Table 3
which has the problemdimension asD = 60was exam-
ined, better or the same results have been obtained in 24
of the 28 problems, worse results have been obtained
in 4 of them. Of these successful and the same results
while 13 of them are better results, in 11 problems,
the same results have been achieved in some or one
of the other algorithms. Finally, when Table 4, which
has problem dimension as D = 100, was studied, while
of the 28 problems tested better or the same results
are gained in 21 of them with the proposed ABCFWS
algorithm, worse results are found in 7 of them. Among
these 21 problems 10 problems give better results and
11 problems give the same results.

Considering all the comparison tables, the same
results were found for F7, F11, F12 and F22 in all tests.
In Tables 2–4 for F10, F23 and F28 a worse perfor-
mance, for F7, F11, F12, F22 and F25 an equivalent
performance and for the rest of the problems a bet-
ter performance was achieved compared to the original
ABC algorithm.

While obtaining good performances in most of
the problem dimensions with the proposed ABCFWS
method, this method has shown lower performance in
F14, F18 and F28 test functions, and equal performance
in F7, F11, F12 and F25 test functions.

As a consequence of the experimental test results
and comparisons, the proposed ABCFWS has shown
better convergence performance in most of the tested
problems and better mean and standard deviation val-
ues have been obtained in comparison tables. In light
of these good results, this new improvement in the
ABC algorithm has been shown to be more stable and
successful.

6. Conclusion

In this study, the performance of the ABC algorithm
has been improved by making the search direction bal-
anced in the search strategy of the ABC algorithm

towards individuals with better fitness. In order to eval-
uate the performance of the proposed method, experi-
mental tests were performed on 28 numerical uncon-
strained test functions with different characteristics.
According to the comparison results in the convergence
graphs, it was observed that the proposed ABCFWS
algorithm has achieved better convergence success. In
addition to the convergence success, mean and stan-
dard deviation values of 30 independent experimental
test results on the test functions with D = 30, D = 60
and D = 100 were compared between the proposed
method ABCFWS and the original ABC algorithm and
its some variants which are the GABC, ABC/Best/2,
MABC, ABCVSS algorithms. Considering the results
presented in the comparison tables, we obtained better
or the same results for 23 problems out of 28 problems,
however, we obtained worse results for 5 problems.

In conclusion, the search strategy of the proposed
ABCFWS algorithm in the solution (search) space is
successful and competitive.
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