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Abstract 

The robotization process leads to the emergence of new subjects of legal regulation, which includes the 

search for new solutions in various areas of legal, economic and social development. The aim of the study. 

based on the analysis of international legal acts, the legislation of developed countries, as well as doctrinal 

provisions in the field of legal regulation of artificial intelligence, so it is necessary to characterize the direc-

tions, review the current state of research, list the main trends, and also make a comparative legal analysis 

of the development of legal regulation of artificial intelligence in labor law. It was made an analysis of the 

existing positions on a controversial issue among the authors. The authors have been made a classification 

of the approaches to the legal understanding of artificial intelligence, which were proposed in the scientific 

literature previously. The provisions of the legislation of developed countries in the field of legal regulation 

of artificial intelligence were compared, which made it possible to use positive experience to develop pro-

posals for improving the norms of legislation. It is highlighted the need to create a convention at the 

international level that would be binding and standardize the legal regulation of artificial intelligence at the 

global level. It is argued that the responsibility for the actions or inactions of artificial intelligence is borne 

by the person who develops and programs the artificial intelligence. 

 

Keywords: legal status of artificial intelligence, legal personality of artificial intelligence, responsibility of 

artificial intelligence, international legal acts, labor law.  

 

I. INTRODUCTION 

Today, it is possible to distinguish three major in-

dustrial revolutions of technological develop-

ment, inter alia: the first is associated with the de-

velopment of the railway and the steam engine 

for the mechanization of production; the second 

is related to electricity and the development of 

mass production; the third revolution is based on 

the emergence of computers, information tech-

nology, robotics and artificial intelligence for in-

dustrial automation. At the same time, the 

artificial intelligence revolution is different from 

the transformations that have taken place in the 

world of work in the past. The fundamental dif-

ference is in the speed of the changes taking place. 

The entire socio-economic system is entering a 

phase of accelerated transformation, which will 

have a major impact on the models of markets, 

business, education, governance, welfare and em-

ployment. New technologies are changing our 

daily lives and raising ethical questions that never 

existed before. The changes in the lives of people 
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that bring artificial intelligence are difficult to 

compare with what appeared earlier. Humanity 

can lose most of the known professions /1/. 

Currently, robots are regarded as technologies 

that can replace a person, perform his/her func-

tions, including labor, independently, and also 

adapt to the conditions of the surrounding world. 

Thus, according to the forecast of the McKinsey 

World Institute, by 2030 about 400 million people 

(or 14% of the workforce) on the planet will lose 

their jobs due to the fact that their functions will 

be performed using digital technologies /2/. It 

should be noted, that artificial intelligence and al-

gorithmic systems already guide a vast array of 

decisions in both private and public sectors. Arti-

ficial intelligence is widely used in education, 

healthcare, pensions, environmental protection, 

government, and law enforcement. For example, 

private global platforms, such as Google and Fa-

cebook, use artificial intelligence-based filtering 

algorithms to control access to information /3/.  

In the field of transportation, artificial intelligence 

is able to ensure the safety of vehicles and strict 

adherence to timetables. In jurisprudence, it is ob-

served the development of the e-justice system. In 

medicine, artificial intelligence technologies can 

be used for diagnostic procedures and their anal-

ysis, as well as for continuous monitoring of the 

condition of patients, communication with them. 

In the field of security, national defense, crime 

prevention, astrophysics and astronautics, etc. ro-

bots equipped with artificial intelligence are ca-

pable of performing work that can be dangerous 

for humans. Governments can use artificial intel-

ligence-technologies to improve the quality of 

public services, to foster citizens' trust, and to in-

crease efficiency and effectiveness in service de-

livery /4/. That is why the leadership of all devel-

oped countries is interested in a large-scale build-

up of technologies for the development and use 

of artificial intelligence, since the position of the 

country in the international arena in terms of 

economy, security, etc. directly depends on this. 

In turn, the development of artificial intelligence 

and robotics leads to the need for their clear legal 

regulation. Foreign countries, in particular Japan, 

the USA, South Korea, China, the countries of the 

European Union, are actively introducing artifi-

cial intelligence into their legislation. Moreover, 

some researches claim that robots will become so 

important to mankind that a new branch of the 

law is needed, to grant their race and its individ-

ual members the benefits of legal protection, 

much like the international community did, or 

tried to, with the environment /5/. Although it 

should be noted that today, there are a number of 

gaps in the international legal and national regu-

lation of this issue. Inter alia, such issues are 

needed to be addressed: regulation of the legal 

personality of artificial intelligence products; le-

gal consequences of lawful or illegal actions of ar-

tificial intelligence, and so on. Thus, the impact of 

technology on the law that regulates relations in 

the world of work is of scientific interest and 

seems to be a promising topic for the develop-

ment of a research nature, which has both scien-

tific value and practical significance. 

II. LITERATURE REVIEW 

In science, there are a lot of different approaches 

to the interpretation of the concept of artificial in-

telligence. At the same time, today there is no sin-

gle approach for understanding artificial intelli-

gence in the technical sphere, and this creates un-

certainty in the legal, social and moral-ethical 

spheres as well. For the first time the concept of 

artificial intelligence was introduced into scien-

tific circulation by one of the leading cybernetics 

J. McCarthy from Stanford University in the sec-

ond half of the 50s. last century /6/. He defined ar-

tificial intelligence, on the one hand, as the science 

and technology of creating intelligent machines, 

and on the other, as the ability of a computer to 

do what people can do, i.e. what is associated 

with intelligence. R. Engelmore notes that some 

researchers refer to symbolic computation as arti-

ficial intelligence, while others refer to expert sys-

tems as artificial intelligence. There is an explana-

tion of the concept of artificial intelligence 

through the concept of “cutting edge problems in 

computer science” /7/. The issues of professional 

development of employees are becoming espe-

cially relevant in the context of globalization, as 
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well as the European and innovative integration 

of Ukraine. The author investigates the peculiari-

ties of transformations of modern theoretical and 

legal approaches to professional development of 

employees in the context of European integration, 

human-centered and innovative approaches to 

doing business /8/. 

R. Bellman /9/ interprets artificial intelligence 

through the concept of automating actions that 

we associate with human thinking, that is, actions 

such as decision making, problem solving, and 

learning. The first international conference on the 

legal regulation of artificial intelligence was held 

in 1987. In 1991 International Association for Ar-

tificial Intelligence was established /10/. At the 

same time, the issues of legal regulation of artifi-

cial intelligence and robots analized some re-

searches. For example, N. Petit describes the four 

core elements of today’s digital power concentra-

tion, which need to be seen in cumulation and 

which, seen together, are both a threat to democ-

racy and to functioning markets /11/. S. Gerke /12/ 

studied the ethical and legal challenges of artifi-

cial intelligence-driven healthcare. 

This group of authors believes, that preserving 

commercial secrets, maintaining the legal regime 

of their protection by all employees is important 

for ensuring economic security of an enterprise. 

Failure to comply with these rules even by a part 

of staff may significantly worsen the outcome of 

an economic activity; negate aspirations of other 

employees to economic growth of a company 

/13/. A. Atabekov A. and Yastrebov O. /14/ ex-

plore current legal regulation on Artificial Intelli-

gence across countries. Their research argues that 

special emphasis should be laid to the prospective 

of treating artificial intelligence as an autono-

mous legal personality, separate subject of law 

and control. The article identifies major ap-

proaches in legislation and practice on state regu-

lation of AI and explores a number of current op-

tions: AI as a subject of law introduced into na-

tional legislation without prior background, AI as 

a subject of law equal to a person, and regulated 

or not regulated by separate rules of law, etc. 

The research evaluates current legal protection in 

Europe against discriminatory algorithmic deci-

sions. The paper shows that non-discrimination 

law, in particular through the concept of indirect 

discrimination, prohibits many types of algorith-

mic discrimination /15/. A unique analysis of case 

law is presented in the work of R. Calo “Robots in 

American Law”. The article analyzes court deci-

sions that relate to robots. It is noteworthy that in 

terms of decisions, the courts try to analyze the 

problem of the legal personality of robots and 

compare humans and artificial intelligence. The 

author shows that robots have become a part of 

modern society and lawyers will inevitably have 

to solve complex legal and ethical issues in under-

standing and using smart machines /16/. If we 

talk about comparative analysis in several coun-

tries, we can turn to work where current issues of 

codification and improvement of labour legisla-

tion in Belarus and Ukraine was represented /17/. 

O.V. Petryshyn and O.S. Hyliaka /18/ mentioned 

that current task should be to understand the ex-

isting ideas about digital rights and who they be-

long to and what they represent, what benefits 

they are intended to protect, how they correlate 

with fundamental rights and freedoms (how in-

dependent they are). Razmetaeva Yulia and 

Razmetaevthe Sergiy /19/ think that changes tak-

ing place in the digital era cannot but affect the 

justice sector, including the emergence and de-

ployment of technological solutions, both re-

placement and complementary, with varying de-

grees of legal support and social thoughtfulness. 

But some authors believe that the most important 

problem of demographic policy and a necessary 

condition for ensuring the national security of 

Ukraine is increase of the reproductive potential 

and health preserving of the generation that is 

born /20/.  

 

III. MATERIALS AND METHODS 

To achieve the aim of the article and ensure the 

scientific objectivity of the research results, a set 

of modern general scientific and special methods 

was chosen, which are used in legal science. All 
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methods were applied in conjunction, which ulti-

mately contributed to ensuring the comprehen-

siveness, completeness and objectivity of the re-

sults of scientific research, correctness and con-

sistency of conclusions. Within the framework of 

general scientific methods, an analysis was made 

of the existing positions on a controversial issue 

among the authors. The description and compar-

ison of legal positions on the legal regulation of 

the results of artificial intelligence in developed 

countries is carried out. A classification of the ap-

proaches to the legal understanding of artificial 

intelligence proposed in the scientific literature 

has been made.  

The dialectical method of scientific knowledge 

became the methodological basis of the study, 

with its help, reasonable conclusions and recom-

mendations were obtained in the field of legal 

regulation of artificial intelligence in the labor law 

of developed countries. This method contributed 

to an objective assessment of the existing legisla-

tion regarding the regulation of artificial intelli-

gence. The article also used the methods of induc-

tion and deduction. In particular, with the help of 

the method of induction, knowledge of the gen-

eral was made through the study of the individ-

ual and the particular, a prerequisite for which 

was acquaintance with the facts that reflect the 

corresponding properties of objects and phenom-

ena. On the basis of their understanding, general 

characteristics of the problems of legal regulation 

of artificial intelligence in the labor law of devel-

oped countries were obtained.  

Thus, with the help of induction, on the basis of 

knowledge about the individual, conclusions 

about the general were made, and with its help, 

assumptions and hypotheses were reasonably ad-

vanced. With the help of deductive inference, 

conclusions were drawn from one or more other 

statements, the truth of which has already been 

established. The generalization method provided 

an opportunity, based on a separate analysis of 

the practice of regulating artificial intelligence, to 

formulate scientifically based conclusions and 

make recommendations. Using the historical 

method, a study of the genesis of the legal 

regulation of artificial intelligence in the labor law 

of developed countries has been carried out. The 

formal-logical method was used to define the 

concept of artificial intelligence and clarify its es-

sence.  

Using the comparative method, the provisions of 

the legislation of developed countries in the field 

of legal regulation of artificial intelligence were 

compared, which made it possible, in particular, 

in the future to use positive experience to develop 

proposals for improving the norms of legislation. 

On the basis of the formal legal method, an anal-

ysis of legal terms, constructions and processes 

that are enshrined in the legislation on artificial 

intelligence was carried out. The normative and 

legal basis of the study were the provisions of: in-

ternational legal acts regulating the issues of arti-

ficial intelligence, as well as the current legislation 

of developed countries in this area. 

IV. RESULTS 

At the international level, in a number of interna-

tional organizations, the problem of legal regula-

tion of artificial intelligence is regulated. Such or-

ganizations include the Organization for Eco-

nomic Cooperation and Development, the Inter-

national Labor Organization, the European Un-

ion and others. For example, the Organization for 

Economic Cooperation and Development has 

adopted recommendations on strategies for infor-

mation lawmaking on information communica-

tion technologies, etc. At the same time, the Or-

ganization for Economic Cooperation and Devel-

opment defines artificial intelligence as a machine 

system, which can make forecasts, recommenda-

tions or decisions, injected on a real or virtual 

middle ground based on a given set of human 

goals. Moreover, such systems can be broken up 

for robots with a growing level of autonomy /21/. 

A researchers’ group of International Labor Or-

ganization in the report “The Economics of Arti-

ficial Intelligence: Implications for Future Work” 

noted that the ongoing wave of technological 

change based on advances in artificial intelligence 

has created risks of job losses and further rising 

inequality. According to the International Labor 
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Organization, it is already necessary to address 

the issue of taxation of the use of robots that will 

replace human labor, introduce an unconditional 

basic income, and also try to “slow down” the 

processes, reducing the speed of introduction of 

new technologies in order to give more time to 

workers to adapt to new conditions /22/. 

At the stage of creation of the European Economic 

Community, the main goals of future integration 

were defined, among which - the promotion of 

free movement of goods, persons, services and 

capital; development of a common commercial 

policy and development of competition law. The 

tasks set and further identified the main areas that 

are the subject of exclusive competence of the EU 

/23/. In the EU Recommendation of the Council 

on Artificial Intelligence from 2019 artificial intel-

ligence is described as a highly developed system 

that analyzes the established conditions and 

makes to some extent autonomous decisions to 

achieve certain goals /24/. The European Parlia-

ment adopted Resolution 2015/2103 “Civil Law 

Regulations on Robotics” /25/ which is based on 

the 2014 report “Regulating Robotics: A Chal-

lenge to Europe”, which became part of a large 

study “Perspectives on European Law” /26/. It 

should be noted, that the Resolution 2015/2103 

“Civil Law Regulations on Robotics” /27/ clearly 

defines the principles and measures for the use of 

robots in various fields, as well as the boundaries 

of decision-making and responsibility. 

At the same time, the EU notes that there is no 

universally recognized term for artificial intelli-

gence either at the legal or at the technical level. 

In particular, the creators of the Resolution 

2015/2103 “Civil Law Regulations on Robotics” 

believe that it is impossible to give an exact defi-

nition of artificial intelligence, due to the real ex-

istence of various types of robots. In this regard, 

in their opinion, the latter study should be ap-

proached casuistically, considering each robotic 

system separately. It should be noted that Euro-

pean Parliament Resolutions are, of course, not le-

gally binding and do not enshrine any rights or 

obligations. However, the resolutions approved 

by the European Parliament highlight those areas 

that need to be regulated at the EU level. In the 

future, the European Parliament proposes to con-

sider the issue of endowing robots with an inde-

pendent legal status for those cases when robots, 

as electronic persons, make decisions autono-

mously.  

It should be mentioned, that among the positive 

aspects of the resolution of the European Parlia-

ment could be distinguished the following: an in-

tegrated approach to the regulation of robotics, 

taking into account the achievements of technical 

science, ethics and law; the recommendation of 

the European Commission to create an EU 

Agency for Robotics and Artificial Intelligence, 

which would act as a regulator of the legal, tech-

nical and ethical aspects of the use of smart ro-

bots; objectivity and caution, taking into account 

both the benefits and threats posed by the use of 

artificial intelligence. A separate subject of re-

search is ethical issues in the use of artificial intel-

ligence, which are reflected in the Charter of Ro-

botics - an appendix to the resolution of the Euro-

pean Parliament. It is absolutely true that the Eu-

ropean Parliament has come to a conclusion re-

garding the development of not only legal, but 

also ethical standards in the field of artificial in-

telligence. Robotics irrevocably raises a number 

of philosophical and ethical questions: recogni-

tion of smart robots as a person similar to a hu-

man; the admissibility of using robots in a num-

ber of spheres of life; the possibility of using ro-

bots as weapons; respect for privacy and family 

life in case of contact with robots. 

The Charter of Robotics formulates ethical princi-

ples for researchers of robotics: 1) the principle of 

“do good”, which determines the use of robots in 

the interests of people; 2) the principle of “do no 

harm”, aimed at preventing harm to people when 

using robots; 3) the principle of independence, 

which means a person’s right to independently 

decide the issue of the possibility of interaction 

with a robot; 4) the principle of fairness, accord-

ing to which all benefits obtained from the use of 

robots should be distributed fairly. The Robotics 

Charter emphasizes the principles of the robotics 

research ethics committee, as well as ethical 
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standards for developers and users of smart ro-

bots. First of all, the Charter emphasizes the need 

to respect human dignity and privacy when inter-

acting with a robot and prohibits the use of a ro-

bot as a means of causing harm (weapon). More-

over, it is the developers who are responsible for 

all possible harmful consequences. It should be 

noted, that the development of certain European 

legal standards for robotics and artificial 

intelligence will promote the development of the 

relevant industry and ensure respect for human 

rights in the formation of new social relations 

with the participation of autonomous devices.  

Thus, the rapid growth in the use of artificial 

intelligence technologies in various spheres of the 

economy contributes to the development of the 

activities of subjects of international law to form 

an international legal framework on this issue. 

International organizations are increasingly 

raising issues related to the discussion of draft 

international treaties related to the regulation of 

artificial intelligence. At the same time, 

international legal acts are mainly advisory in 

nature. Despite the spread of new technologies in 

the world as a whole, the issues arising in 

connection with these processes are currently 

being resolved by referring to already existing 

international treaties, as well as to general legal 

principles. At the national level, for the first time, 

South Korean scientists spoke about the need for 

legal regulation of the relationship between 

humans and artificial intelligence, and South 

Korean lawmakers became pioneers in the 

normative consolidation of such provisions as: 

“Korean Law for the Development of Artificial 

Intelligence of Robots” from 2005, “Ethical 

Charter of Robots” from 2007 and “Legal 

Regulation of Autonomous Systems in South 

Korea” from 2012 /28/.  

They stated the need for detailed regulation of the 

activities of the creators of programs for the 

functioning of robots, as well as those involved in 

their development and production, use and 

destruction. In addition, South Korea’s 2008 Law 

“On Promoting the Development and 

Distribution of Smart Robots” from 2008 

proposes the following definition of a smart 

robot: a mechanical device that is capable of 

perceiving its environment, recognizing the 

circumstances in which it operates, and 

purposefully moving around on its own. In the 

United States, the Roadmap for US Robotics 

(2011, 2016, 2019) and the National Robotics 

Initiative (2011, 2016, 2019) are being 

implemented /29/. Also, in the United States, the 

first precedent for the protection of the rights of 

robots can be determined - the creation in 1999 in 

the United States of the American Society for the 

Prevention of Violence against Robots, whose 

mission is to guarantee the right to exist, 

independence and the desire for knowledge of all 

artificially created intelligent beings, commonly 

known as “robots”. 

Japan has developed and implemented the Guid-

ing Principles aimed at ensuring the safety of the 

use of robots of a new generation, “Japan Plan for 

Economic Revitalization”, “New Robot Strategy. 

Japanese robot strategy: overview, strategy, ac-

tion plan”. Thus, the New Strategy of Robots for-

mulates conceptual approaches to the implemen-

tation of robotics for the next 5 years. In particu-

lar, the Strategy stipulates that works can be used 

in all spheres of everyday life, including, for ex-

ample, to help the elderly, to ensure the safety 

and comfort of society /30/. China has adopted the 

Guidelines on Promoting the Development of In-

dustrial Robots from 2014 and the global govern-

ment development program “Made in China - 

2025” /31/. At the same time, a collection of ethics 

for robotic vehicles was approved in Germany in 

June 2017 /32/.  

V. DISCUSSION 

Artificial intelligence is central to the massive dig-

ital transformation of the current industrial revo-

lution and has the potential to have a significant 

impact on many areas of life /33/. At the same 

time, artificial intelligence is becoming good at 

many “human” jobs - diagnosing disease, trans-

lating languages, providing customer service - 

and it is improving fast. This is raising reasonable 

fears that artificial intelligence will ultimately re-

place human workers throughout the economy 
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/34/. There are high expectations that artificial in-

telligence will change our existence as humans in 

all aspects of our lives. But for employers, artifi-

cial intelligence will have a profound impact on 

how they conduct their business. Artificial intelli-

gence will ultimately affect the employment law 

across all states.  That is why it is necessary to in-

troduce legal regulation of relations in the field of 

robotics in connection with the creation, commis-

sioning, use of robots, as well as the independent 

operation of autonomous robots. 

Artificial intelligence will affect labor relations in 

three main areas: building human-machine inter-

action (including through the development of 

chat bots, communication in language without 

the need to learn programming in artificial lan-

guage); intelligent automation of processes (re-

placing people with robots); analytical work and 

machine learning: analyzing large amounts of in-

formation and choosing the optimal solution, for 

example, artificial intelligence systems, are al-

ready able to successfully solve the problem of 

predicting the outcome of a case than qualified 

lawyers (86% versus 62.3%) /35/. 

At the same time, it should be noted that in the 

coming years there will not be a complete replace-

ment of humans with robots, but the flow of jobs 

from old sectors of the economy to new ones will 

increase with the establishment of the coexistence 

of artificial and natural intelligences together. The 

appearance of robots in neighboring workplaces 

with people entails the emergence of new risks 

and creates working conditions that are not pro-

vided for by the current labor legislation. It is nec-

essary to foresee what legal problems arise with 

the emergence of fellow robots. Legislation regu-

lating working conditions has emerged in an in-

dustrial society; a set of new risks and situational 

issues related to the development of technologies 

are not taken into account. Such legislation is not 

able to effectively protect workers when intro-

ducing artificial intelligence systems into produc-

tion and professional services. 

One of the issues is the recognition of the legal 

personality of artificial intelligence. Interestingly, 

in October 2017, the human-like robot Sofia re-

ceived the status of a citizen of Saudi Arabia, alt-

hough it did not become the first robot to receive 

full legal personality. This fact caused many legal 

conflicts and showed the inadequacy of domestic 

law to such radical changes. To some extent, this 

is due to the fact that citizenship, as a certain legal 

relationship between an individual and the state, 

is narrower in content than legal personality. Le-

gal personality covers much more than legal ca-

pacity, namely, the issues of legal capacity and 

tort, which are in no way regulated in relation to 

robots in Saudi Arabia. Therefore, the issue of rec-

ognizing the legal personality of robots was 

premature in Saudi law. It can be assumed that in 

the coming years, artificial intelligence will not be 

able to finally equalize human rights and act as an 

independent subject of legal relations /36/. 

Giving artificial intelligence legal personality can 

still help to decide who is responsible for its 

wrongdoing or inaction, in particular to solve the 

problem of determining the right defendant. To-

day, there is a need for legal regulation in the field 

of labor safety, when robots share the workspace 

with people. Safety standards must be developed 

and approved, including at the international 

level. The most important problem is the issue of 

distribution of responsibility. Who will be re-

sponsible for violation of the law by the robot 

worker: the employer, the human worker - the di-

rect supervisor of the robot worker, the robot it-

self or its manufacturer /37/. In this aspect, the po-

sition of P. Cerke seems to be interesting, who 

sees two options for solving the issue of liability 

for harm caused in connection with the use of ar-

tificial intelligence: 1) the imposition of responsi-

bility on the person who programs the artificial 

intelligence using, by analogy with Art. 12 of the 

UN Convention on the Use of Electronic Technol-

ogies in International Contracts; 2) the use of the 

theory of “big pocket” (“deeppocket”) through 

the institution of insurance or wealthy and inter-

ested corporations /38/.  

On the other hand, the proposal of some scientists 

to endow artificial intelligence with special legal 

capacity, as well as the recommendation to 
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endow the most advanced robots with the status 

of an “electronic person” capable of taking re-

sponsibility for harm caused by them in cases 

where they make decisions on their own, without 

human intervention, can be applicable only to the 

civil law sphere. In cases with administrative and 

criminal liability, such an approach is not accepta-

ble, since for their implementation it is necessary 

to consciously exercise rights and fulfill obliga-

tions. These types of responsibility are inextrica-

bly linked with the psychology of a person’s per-

sonality, with the feeling and awareness of such 

responsibility /39/. In our study, we believe that 

the responsibility for the actions or inactions of 

artificial intelligence lies with the person who de-

velops and programs the artificial intelligence 

/40/. All of the above allows us to conclude that 

the adaptation of labor law to the new reality is 

inevitable. Legislative changes of this scale 

should take into account many factors, including 

the need to increase the flexibility of legal regula-

tion while maintaining the social orientation of la-

bor law, the timeliness of legal response 

measures, taking into account the growing level 

of robotization of production and the steadily 

continuing intellectual automation of processes 

/41/. 

VI. CONCLUSION 

Legal regulation of new or evolving phenomena 

always presents significant difficulties for the leg-

islator, regardless of the branch of law. Today, it 

is necessary to ensure proper legal regulation of 

such rapidly developing areas of technology as 

artificial intelligence. Most of all, it is necessary to 

determine how to solve problems that may arise 

in connection with the use of artificial intelligence 

long before the moment when these problems 

arise in real life. That is why, it should be noted, 

that the use of artificial intelligence at the current 

stage of development of legislation is not fully 

regulated. For example, if in the developed coun-

tries laws and judicial practices are already ap-

pearing, in the countries that are developing this 

issue is more at the level of doctrine.  

It should be also noted that standardization in 

this area should be carried out at the global level. 

Taking into account the fact that the adopted in-

ternational legal acts in the field of regulation of 

artificial intelligence have the nature of soft law, 

it is necessary to develop and adopt at the inter-

national level a convention that would have a le-

gally binding nature. Also in this regard, it is nec-

essary to propose directions for the development 

of the artificial intelligence in both national and 

international law; to investigate legally signifi-

cant problems arising in connection with new de-

velopments of artificial intelligence, as well as 

those associated with the use of already existing 

types of autonomous intelligent systems, includ-

ing transport, communication, security, etc.  

It is also necessary to formulate approaches to a 

future strategy or concept of legal regulation of 

artificial intelligence both at the international 

level and at the national level. In addition, it is 

necessary to formulate the legal status of artificial 

intelligence, responsibility for its labor activity; to 

determine the framework of the legal personality 

of artificial intelligence. It could be also relevant 

to establish the admissibility and limits of appli-

cation of modern rules of law on liability (admin-

istrative, civil, criminal) in relation to developers 

of artificial intelligence systems, their operators 

and others. 
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