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ABSTRACT 

Algorithmic decision-making (ADM) systems increasingly take on crucial roles in our technology-driven 

society, making decisions, for instance, concerning employment, education, finances, and public services. 

This article aims to identify peoples’ attitudes towards ADM systems and ensuing behaviours when 

dealing with ADM systems as identified in the literature and in relation to credit scoring. After briefly 

discussing main characteristics and types of ADM systems, we first consider trust, automation bias, 

automation complacency and algorithmic aversion as attitudes towards ADM systems. These factors 

result in various behaviours by users, operators, and managers. Second, we consider how these factors 

could affect attitudes towards and use of ADM systems within the context of credit scoring. Third, we 

describe some possible strategies to reduce aversion, bias, and complacency, and consider several ways in 

which trust could be increased in the context of credit scoring. Importantly, although many advantages 

in applying ADM systems to complex choice problems can be identified, using ADM systems should be 

approached with care – e.g., the models ADM systems are based on are sometimes flawed, the data they gather 

to support or make decisions are easily biased, and the motives for their use unreflected upon or unethical. 

KEY WORDS 

algorithmic decision-making, credit scoring, trust, automation bias, algorithmic aversion 

CLASSIFICATION 

APA: 2910 

JEL: O3  

mailto:rita.gsenger@wu.ac.at


Trust, automation bias and aversion: algorithmic decision-making in the context of credit … 

543 

INTRODUCTION 

The process of decision-making is prone to a diverse range of biases that can lead, at least in certain 

contexts, to erroneous judgments or disadvantageous choices (e.g., [1-4]). From the perspective 

of classical (especially economic) models of decision-making – where the decision-maker is 

seen as a kind of a globally rational agent (e.g., [5]), approximately capable of and motivated 

to maximise her utility – the range of contexts where people systematically fall prey to erroneous 

judgment or make disadvantageous choice is remarkable. For instance: people are quite prone 

to irrelevant anchors when making judgments or choices [4, 6]; much more responsive to losses 

than gains [7]; people’s choices are strongly affected by how choice problems are formulated [8, 9]; 

people are likely to choose smaller, immediate rather than larger, more distant rewards [10]; 

prone to remain with default choices even if disadvantageous [11] and quite indecisive [12]; 

people even choose disadvantageously from the perspective of their own happiness [13]; and are 

even blind to reasons of their own, seemingly deliberate and simple, choices [14]. Decision-makers 

are, in a rather important sense, quite bounded in their “rationality”. As Herbert Simon lucidly states: 

“[…] the concept of “economic man” (and, I might add, of his brother “administrative man”) is 

in need of fairly drastic revision … Broadly stated, the task is to replace the global rationality 

of economic man with a kind of rational behavior that is compatible with the access to 

information and the computational capacities that are actually possessed by organisms, including 

man, in the kinds of environments in which such organisms exist.” [5; p.99]. 

Several ways of amending the imperfection of human decision-making are available. One 

strategy is to try to educate decision-makers through various debiasing strategies (e.g. [15]). 

Another is to modify choice environments and thus help decision-makers make better 

decisions – e.g., the strategy of the nudge programme [11]. Another solution, increasingly 

used in administrative and economic sectors, is to use algorithms to support human decision-

making or to entrust decision-making to algorithmic systems altogether. 

Some would say that using algorithms for decision-making purposes promises a reduction of 

biases in judgment and decision-making as they are, for instance, able to consider more 

information [16]. Furthermore, some have argued that ADM systems enable fairer and more 

objective decisions, since algorithms are not, for instance, affected by emotions [17], or 

because their decision-making process is, at least in principle, more transparent and 

accountable than humans’ [18]. Moreover, ADM can provide relief from cognitive workload 

of users and decision-makers having to make choices in a rather complex world [19-21]. ADM 

systems have been, for these and other reasons, employed in many different contexts, such as 

to determine loans [16, 22] and insurance premiums [23], to investigate tax evasion [24], to 

calculate credit scores [25-27], to predict the likelihood of criminal activity [16, 28-30], in 

policing [31-33], healthcare [34, 35] and within social media platforms [36, 37].  

All in all, the ubiquitous use of ADM systems has widespread economic and social 

consequences, as it is transforming business sectors and creating new ways of social 

organisation [16]. It must be noted, however, that the consequences of using such systems 

can be quite dire: from biased models leading to disadvantaging the already marginalized 

groups to enabling new and effective ways of manipulating people’s behaviour [16]. The 

consequences, risks, and ethical questions within ADM should thus be taken seriously and 

critically reflected upon [16, 18, 38, 39]. Considering the whole range of consequences and 

risks involved in using ADM systems surpasses the scope of this article. 

Instead, we aim to understand how people’s attitudes towards and beliefs about ADM 

systems affect their use, influence, and success of application. In the first part of the article, 

we briefly discuss some main characteristics and types of ADM systems. In the second, we 

introduce the functioning and employment of ADM systems and argue that their results are 
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often perceived differently from human recommendations. In the third part, we focus on trust, 

automation bias, complacency, aversion, and the resulting behaviours, drawing on research 

from various areas such as psychology, human-computer-interaction, and cognitive science. 

In the fourth part, we apply findings from previous research to the context of credit scoring 

where such research is scarce. Credit scoring is an interesting use case for ADM systems 

primarily due to its application in various domains having a pervasive influence on many 

areas of people’s lives. Moreover, in credit scoring customers can hardly object to a credit 

score calculated by an ADM system. To affect their credit scores certain groups of people, for 

instance, engage in “strategic data-generating performances” [25, p.349], deliberately creating 

data to produce a more favourable credit score [25]. We end the article with a brief discussion 

of ADM systems for credit scoring from the perspective of human-centric approach to AI and 

touch upon certain ethical issues and challenges. 

ALGORITHMIC DECISION-MAKING SYSTEMS 

Various kinds of automated or partially automated systems that support decision-making can 

be distinguished. Castelluccia and Le Métayer [18] suggest that three classes of systems can 

be distinguished. First, systems that aim to improve knowledge and technology by analysing big 

datasets to support, for example, climate forecasts or research in healthcare (e.g., to assist the process 

of discovering a new virus). Second, systems that support decisions by making recommendations and 

predictions, utilised, for instance, “to improve logistics (optimal product placement in stores, 

optimal road constructions or the frequency of refuse collection), finance (real-time auctions) 

or security (automated detection of vulnerabilities in computer systems)” [18; p.5]. Systems 

of that category are used additionally to optimize and improve services that have been performed 

by humans so far. Third, systems that enable inanimate objects to act and decide to some extent 

on their own. In this context, the algorithms, for example, autonomous cars or robots, are making 

decisions on behalf of the users. (Anthropomorphic systems such as robots were excluded from 

our analysis as these might elicit different reactions due to their form [40].) 

Some ADM systems allow operators or users control over recommendations, suggestions, 

and the degree of the systems’ use. For instance, in social media, users can disable suggestions 

about personalised advertisements or content [36, 37]. In the context of managerial or governmental 

decisions, however, people often have little choice in following recommendations and using 

these systems [20]. Generally, different levels of automation can be distinguished: from no 

assistance by the computer to full automation whereby the ADM system decides and/or acts 

autonomously. The computer could, for instance, provide multiple or only one option, wait 

for the approval or allow a veto by a human operator, provide information only if asked or 

solely if the computer decides to do so. Higher automation levels might be beneficial for 

tasks that do not require flexibility and systems with a low chance of failure [40]. 

Here, we will be concerned with ADM systems giving recommendations to support the 

decision-making process of a user or operator, irrespective of their influence on the decision 

outcome. We will consider systems that perform services or parts of services that humans 

used to be in charge of, such as credit scoring. As we will focus on various attitudes towards 

ADM systems and the resulting behaviours of users or operators, we will consider different 

kinds of individuals influenced by or related to ADM systems: operators and users (like 

customers of a bank), developers and designers of the systems, etc. 

ATTITUDES TOWARDS ALGORITHMIC DECISION-MAKING SYSTEMS 

Perceptions of and attitudes towards ADM systems can be investigated on several different 

levels. First, the perception varies between stakeholders and people, such as designers and 
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developers, operators, users, the media and the public. Second, the attitude toward the systems 

might affect the perceptions of their decisions [20]. Therefore, the latter needs to be considered as 

it influences the successful employment of such systems. Third, the perception can vary according 

to the influence of individual aspects, for instance, the cultural background of the users [41] 

or their expertise and knowledge [19, 42]. Overconfidence in the algorithmic systems might 

lead, for instance, to their unnecessary use [43]. Furthermore, peers and/or the media might alter 

certain expectations people have about ADM systems. Moreover, they cause a different 

perception of the advice given by ADM systems compared to advice from humans, even if 

the content of the advice itself is the same [42]. Algorithmic systems might be preferable to human 

decision-makers in some contexts as they outperform human experts in prediction across 

different domains such as climate forecasts [44], the discovery of new viruses [18], and 

clinical diagnosis [45].  

According to Lee and See [46], the perception of and the beliefs about ADM systems might 

be positive due to various reasons: First, users and operators might judge them more apt and 

objective [47, 48], as more information is readily available to them [28, 46]. Second, the systems 

are less influenced by emotions. Therefore, their decision-making might be more competent [20]. 

Third, in some instances, users and operators perceive systems as value-neutral in their 

decision-making [28]. However, for some choices, intuition is understood as useful or even 

required – accordingly, users might perceive systems as less competent in decision-making [49]. 

TRUST IN ALGORITHMIC DECISION-MAKING SYSTEMS 

Algorithms can only be useful to support human decision-making if users, operators, and 

stakeholders trust them [50]. Gaining trust is influenced by expectations [51], familiarity [52, 53] 

and non-verbal cues during an interaction [54]. In psychological, behavioural, and neuroscientific 

research, trust has been described as an attitude [46], a behaviour [55], a relationship [56], 

and a brain activation pattern [57]. Trust in any automated system includes specific 

influences such as reliability, utility, robustness, and a false-alarm rate [58]. Moreover, 

research has shown that some people tend to trust automated systems more and perceive them 

as more reliable than human individuals, a phenomenon called the automation bias [59] (for 

details on the automation bias, see section 2.3). Overall, trust in automated systems depends 

largely on performance, such as the response time of the system [60]. The process of 

establishing trust depends on the operator’s knowledge about the system, its design features, 

and other situational influences such as the expertise of the truster [41]. 

The participants of a study about the trustworthiness of ADM systems [20] regarded both 

humans’ and algorithms’ decisions as equally trustworthy if they concerned scenarios of 

mechanical tasks. Algorithmic decisions were perceived as less trustworthy in more human 

tasks, such as scheduling in the workplace. Most participants were aware that an algorithmic 

system could exhibit glitches. Therefore, no participant trusted the algorithm without 

reservations [20]. 

Adopting trust towards automated systems facilitates the navigation of complexity, replaces 

supervision, and enables reliance when the system is too complex to be understood 

completely. Reliance, however, cannot always be accurate in terms of the capabilities of the 

automated system. Blind reliance on automated systems can be just as detrimental to its 

application as not trusting the system at all. If operators trust the system blindly, mistakes 

might not be detected. If they do not trust it at all, cooperative decision-making is not 

possible. Trusting the system too much or not enough might be described in terms of misuse 

and disuse: “Misuse refers to the failures that occur when people inadvertently violate critical 

assumptions and rely on automation inappropriately, whereas disuse signifies failures that 
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occur when people reject the capabilities of automation” [46; p.50]. Inappropriate reliance 

resulting in disuse and misuse of automation is frequently caused by a mismatch between the 

system’s capabilities and the trust invested. This discrepancy is described in terms of (i) 

calibration, (ii) overtrust, and (iii) resolution [46]. The first aspect, calibration, refers to a 

mismatch between the trust invested and the system’s capabilities. Overtrust concerns the 

phenomenon of trusting the system too much due to poor calibration. Resolution describes 

“how precisely a judgment of trust differentiates levels of automation capability” [46; p.55]. 

If the resolution is low, large changes in the system are met with small variations of trust. 

Misuse and disuse of automated systems can be decreased by greater specificity – meaning the 

flexible adaptation of trust over time, high resolution, and good calibration of trust in the 

system’s capabilities [46]. 

Estimating a system’s capabilities correctly and placing enough trust in it depends on the 

knowledge about its capabilities and functioning, as a study by Alexander et al. [19] on over – or 

underreliance on ADM systems has shown. In the study, participants were given 

recommendations by ADM systems in a problem-solving game. To make the choice 

nontrivial, participants had to pay the algorithm to support them in making money. 

Participants had to solve two-dimensional mazes, getting a reward of 5 $ if they solved one in 

60 seconds or less. The support of the algorithms would cost 2 $ and they could either adopt 

the suggestions of the algorithm or ignore them. Participants were in one of four conditions 

with varying information about the system: the first group was not given any information about the 

suggested algorithm; the second one was told the algorithm had a 75 % accuracy rate; the third 

group was told that 54 % of people used this algorithm; the fourth group was told that 70 % of 

people used it. The study measured the neurophysiological response, cardiac rate, and 

behaviour of participants to determine if they relied too much or not enough on the algorithm. 

By measuring heart rate variability, researchers determined the cognitive load and arousal of 

participants. According to the study, the social proof was the most effective tool in 

convincing people of the algorithmic system. Moreover, the study found that the adoption of 

the algorithm reduced cognitive load in all conditions. That might suggest that participants 

did not monitor the algorithm after its adoption. Therefore, the performance was lowest when 

participants included the algorithm. Generally, the attention of participants adopting the 

algorithm was lower than non-adopters’, but it was still higher than baseline, meaning they 

did pay attention to what the algorithm was doing. 

AUTOMATION COMPLACENCY 

In supporting human decision-makers, ADM systems are often designed to reduce erroneous 

judgments. However, they can cause other types of errors, such as automation complacency, 

leading to disadvantageous decisions. Automation complacency is defined as a human 

operator monitoring an automated system and missing a system failure or malfunction due to 

substandard monitoring [21]. Complacency as well as automation bias (for details see the 

next section 2.3.) were first researched in the aviation sector [61]. There, pilots, air traffic 

controllers, and other responsible personnel, can underestimate threats and work under the 

assumption that everything is fine, even though there is evidence to the contrary. Their 

negligence ultimately results in an accident. The term automation complacency was coined 

regarding automated aviation systems [21]. Operators of automated systems mostly passively 

observe and control the functioning of the system. Even as that has increased speed and 

efficiency, automation also gave rise to the misuse of automation [62]. Due to the assumption 

that everything is working correctly, operators insufficiently inspect automated systems 

compared to systems under manual control. Consequently, system malfunction or failure 

might be missed, or reactions might be delayed [62].  
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Parasuraman and Manzey [21] have shown that complacency occurs especially for highly 

reliable systems. The detection rate of failures increases if the system is not entirely reliable. 

However, these results vary depending on the expertise of the participants. Accordingly, 

Parasuraman and Manzey [21] distinguish between complacency potential and behaviour, 

whereby the latter occurs only if the potential is given with other circumstances, such as a 

high workload [21]. Moreover, research indicates that complacency might be a compensatory 

mechanism to deal with a high workload [62].  

Complacency in ADM systems has been researched in the context of the control problem. 

The problem arises when operators supervise a task execution, which is increasingly the case, 

for instance, in aviation, where the plane flies automatically while the pilot monitors the 

situation. When using reliable automated systems, pilots might become “complacent, 

overreliant or unduly diffident when faced with the outputs” [63; p.556]. The complacency 

effect affects novices as well as experts and might have damaging consequences such as 

accidents. Generally, the less human intervention is necessary for a system to function, the 

greater the likelihood of the control problem occurring [63]. 

More recently, automation complacency has been observed in decision-making systems 

based on machine learning. For instance, in predictive policing, officers go on the 

recommended route without challenging it. Otherwise, they would have to justify the 

divergence from a fixed procedure dictated by the algorithm [64]. In another example, as 

shown by Eubanks [38], caseworkers who are responsible for child welfare in Pennsylvania 

and work in a governmental agency using an ADM system were more inclined to adapt their 

own risk estimates to the model’s estimates instead of taking advantage of the scope of action 

they had [38].  

AUTOMATION BIAS 

Automation bias refers to the human tendency of ignoring or not inquiring about contradictory 

information about a computer-generated solution, which is accepted as correct [61]. 

Moreover, automation bias is enforced when a system gives the wrong advice, whereas 

complacency occurs if the system does not give advice, even though it should [65]. 

Automation bias is defined, similarly to other biases, as the use of a “heuristic replacement 

for vigilant information seeking and processing” [21; p.391], but contrary to other decision 

biases, it results specifically from the interaction with an automated system [21]. 

Parasuraman and Manzey [21] identify three causes of automation bias: 1) The cognitive-

miser hypothesis, stating that humans prefer to reduce their cognitive load and thus decide 

according to simple decision rules and comprehensive heuristics, which might result in 

automation bias, as operators do not undertake any thorough analysis; 2) Automated systems 

are perceived as powerful agents, believed to have more analytic capabilities than humans, 

and thus they are trusted more; 3) Responsibility might be handed over to the automated 

system, as people try to reduce their own contributions when work is shared. If the automated 

system is part of a team, other team members might reduce their efforts and refrain from 

analysing additional aspects or inspecting the automated system’s decisions. Studies suggest, 

however, that systems that support analysis and information integration are less prone to lead to 

automation biases than systems, which recommend specific actions due to their analysis [21]. 

Therefore, automation bias might occur due to cognitive overload and could be reduced by 

decreasing cognitive load [35]. According to Parasuraman and Manzey [21], the effects of 

automation bias are twofold: First, operators following incorrect recommendations are 

committing a commission error. Second, an error of omission happens when operators 

neglect a critical situation because they were not informed by the system (see, for instance, 

the Enbridge Pipeline Disaster [66]). 
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Reducing cognitive load, trusting algorithmic systems more than humans, and handing over 

responsibility increase the occurrence automation bias. Moreover, the degree to which 

operators perceive themselves socially accountable – for instance, when in direct interaction 

with a customer to whom they must justify a decision – plays a role regarding the frequency 

of omission and commission errors. People who feel accountable were more thoroughly 

examining the decisions taken by an algorithmic system and verifying them more often [21, 67]. 

Accountability creates pressure for people to include more information and process it more 

thoroughly. Moreover, accountability enables decision-makers to “employ more multi-dimensional, 

self-critical and complex information processing strategies and to put more effort into 

identifying appropriate responses” [67; p.703]. 

ALGORITHMIC AVERSION 

The previous sections highlighted the misuse of automated systems due to overestimation, 

complacency, and bias. Here we describe the phenomenon of algorithmic aversion where a 

negative attitude towards ADM systems might lead to a disregard of their help compared to a 

person’s advice [68]. As Dietvorst et al. spell out various characteristics of algorithmic 

aversion: people often “prefer humans’ forecasts to algorithms’ forecasts, […] more strongly 

weigh human input than algorithmic input, […] and more harshly judge professionals who 

seek out advice from an algorithm rather than from a human” [69; p.114]. 

Additionally, the type of the decision plays a role regarding the degree of aversion towards an 

ADM system. Lee [20] has shown that participants have similar emotional responses to decisions 

made by algorithms and humans if the decision requires solely mechanical skills and does not 

require subjective judgment or emotions. Conversely, regarding human skills, emotions 

towards the systems’ decisions were more negative compared to humans’ decisions. Generally, 

participants felt less positive about managerial decisions made by algorithmic systems [20]. 

After giving bad advice, advice utilisation decreases more for an automated system than for a 

human advice giver. This probably happens because people expect automated systems to be 

more “perfect” compared to “flawed” human beings. Moreover, participants might have 

confidence in human advisors to perceive and correct their own errors [70]. People were 

prone to prefer the advice of ADM systems compared to humans before mistakes in their 

decisions were known to them [69, 70]. This seems to be consistent with multiple studies 

done by Logg et al. [71] where people clearly preferred the recommendations by ADM 

systems (regarding forecasts of popular songs, romantic attraction, and numeric estimates). 

Expectations about the functioning and the capabilities of such systems shape the users’ 

perceptions [42]. Multiple studies done by Yeomans et al. [72] reveal a considerable aversion 

towards ADM systems if the functioning of the systems is not known. Participants preferred 

human recommendations as they reportedly understood them better. Therefore, the researchers 

conclude that not only increased accuracy, as often suggested, but also an understanding of 

ADM systems would decrease aversion. Overall, the aversion against these systems depends 

to some degree on the understanding of and knowledge about those systems [72]. These 

studies contradict the findings of Logg et al. [71] where experts on ADM systems and 

forecasts tended to rely less on the recommendations by ADM systems than ley people. 

The degree of aversion depends on the expectations and beliefs about the algorithm influence, 

the need for control by users, and the capability of alignment with the outcome of an 

algorithmic decision. Often, ADM systems dominate the decision-making instead of enabling 

a transparent process that includes the algorithm and the human in an aligned decision-

making process. Algorithmic aversion develops if the consequences following a decision are 

not the same as expected, and the human user loses confidence in the system [42]. 
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Figure 1. Summary of influences on and effects of trust, complacency, automation bias and 

algorithmic aversion.  

CREDIT SCORING 

In this part, the functioning and the use of credit scoring is first briefly explained. Second, 

since insight into the attitudes towards ADM systems within credit scoring is limited, we 

consult research and theory on attitudes towards ADM systems from other domains 

(presented in the previous sections) and apply it to credit scoring. 

WHAT IS CREDIT SCORING? 

Traditionally, if the customer of a bank wanted to get a loan, she would need to go to the 

bank and be interviewed. Subsequently, a credit manager would evaluate her trustworthiness, 

reliability, and the risk of defaulting [16]. Furthermore, the evaluation would rely on her 

financial status and factors such as marital status, gender, address, employment, housing and 

criminal history. 

However, the evaluation system has been increasingly computerized since the 1950ies, 

leading to centralization and standardization of the evaluation process. Due to 

computerization, requests can be processed faster, and unskilled workers are hired instead of 

skilled bankers, reducing personnel costs [26]. Moreover, the evaluation systems seem to 

have removed the human element from credit scoring by excluding personal contact between 

borrower and lender. By doing so, the systems promised to remove the prejudice credit 

managers might have towards customers. Additionally, they “reduced personal 

creditworthiness to the sum of statistical probabilities” [26; p.232]. An applicant is perceived 

as a part of a risk population, determined by demographic and economic qualities. Therein, 

intervention of credit managers is viewed as a distortion. Moreover, the process of 

determining creditworthiness is seemingly separated from characteristics such as honesty, 

responsibility, and morality of the customer [26]. Recently and increasingly, companies are 

trying to improve the credit scoring system by evaluating creditworthiness based on 

personality traits such as patience, impulsiveness, risk preference, and trustworthiness, among 

others [73], including social network data [27]. 
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Credit scoring is used worldwide in different domains such as individual loans, mortgages [74] 
or contracts such as telephone contracts [75]. The mechanism applies a statistical model “that 
tries to predict the future behaviour of accounts and customers based on data from the same 
or a similar group of accounts and customers from the relatively recent past” [74; p.59]. 
Every business uses its own model based on different methodologies. In the US, the Fair 
Isaac Corporation (FICO) developed an algorithm used by three major credit reporting 
agencies. The algorithm itself is unknown but it is most likely based on the ratio of debt to 

available credit [73]. Dozens of different commercially available scores for different kinds of 
debts can be distinguished, such as credit card debt, personal loans, or automobile loans [26]. 
A model produces a certain score, wherein a low score would mean low quality and high risk. 
The acceptance of a credit application and the credit conditions are decided according to the 
determined score. Edelman, however, points out that credit scoring is additionally a business 
process, which includes the “data quality, credit policy, profitability, model stability and what 
to do with decisions that the bank or the branches think are not correct” [74; p.60]. Until the 
late 1980s, only data from the credit application informed the decision of the credit scoring 
system, meaning there was one evaluation to determine creditworthiness. Nowadays, however, the 
creditworthiness is evaluated continuously after the acceptance of a credit application. These 
evaluations are done by scoring algorithms that examine if customers pay in time and if they 
are still profitable for the credit bureau, developing risk models. Risk is low enough if they are 
“carrying an interest-generating balance without maxing out” [26; p.252], meaning defaulting 
on the credit. Simultaneously, the risk and the performance of an individual can be tracked across 

all her accounts, even if she borrowed money from multiple credit bureaus [26]. Scorecards 
play an important role in determining creditworthiness. These are tools embedded in software 
packages to select customers and calculate credit scores. The software includes “back-stage 
statisticians, electronic data warehouses, risk managers, and front-stage marketing 
campaigns” [76; p.284]. Scorecards differ according to the way they translate the conditions 
in which risk is analysed. 

Calculating credit scores by using statistical models can operate under more certainty if data 
about the consumers are available, which do not stem from the consumers themselves. Digital 
data analysis allows for replacing dependency of information given by the consumers directly 
to the credit lending institution [76]. The data used for statistical credit scoring comprises up 
to 400 variables provided by credit reference agencies [74]. In the era of big data, often no 
differentiation between credit data and other data is made and many other variables which are 
not connected to the credit history of a customer are included [27, 77-80]. For instance, an 

applicant’s college, her use of capital letters in applications (whereby the use of all caps 
writing is interestingly a warning sign) and social media data [26], including online tracking 
and behavioural profiling [79, 81]. Moreover, data harvested by specific apps from smartphones 
might be included [82]. Furthermore, other network-based data is included, developing a social 
credit score based on the individuals’ position in a social structure [79]. Additionally, the 
inclusion of network data allows targeted advertising of credit products to new customers [83] 
and the inclusion of individuals who previously did not have access to credit [77]. 

As for the previously used consumer credit assessment, which only included data from the 
application made by the customers concerning their credit history, three factors are generally 
assessed through credit scoring: Stability, honesty, and the ability to repay a credit. This 
assessment is usually repeated on a regular basis [74]. Paying back debt depends not only on 
the ability to do so but also on the willingness to pay. Behavioural tendencies, for instance, 
trustworthiness, reliability, impulsivity, and risk attitude are used as defining characteristics 
to determine individuals’ willingness to pay back the debt [73]. For a detailed history of 

credit assessment and the quantification of creditworthiness, see [26]. For a historical 
perspective on the FICO score, see [76]. 



Trust, automation bias and aversion: algorithmic decision-making in the context of credit … 

551 

Credit scores determine evaluations of other areas of people’s lives as well. For instance, 

some employers use the credit score to determine if the customer is a responsible employee 

and trustworthy [73]. Individuals who pay their bills on time are presumed to be responsible 

in the workplace as well, not accounting for many other factors that could cause a bad credit 

score. That might lead to a negative feedback loop as people with bad credit subsequently 

have more difficulties finding a job, making their credit even worse [16]. Moreover, 

sometimes tax inspectors use credit scores to decide whom to investigate [74]. 

ATTITUDES TOWARDS CREDIT SCORING ALGORITHMS 

Different attitudes and behaviours are formed while using ADM systems that we have 

described in chapter two: trust, complacency, automation bias, and algorithmic aversion. 

Each of these attitudes has different causes, dependencies, and results (see Figure 1). Some of 

them can be observed or applied to the use of ADM systems in credit scoring. 

In the context of credit scoring, systems barely permit human intervention. Often, employees 

are required to use the system to calculate the credit score and the contract’s conditions [26]. 

Moreover, not being able to influence the credit score even if it is perceived as unjust might 

increase algorithmic aversion. 

Furthermore, credit decisions are not mechanical, making them possibly inept to be taken 

over by such systems. Algorithms used for credit scoring are criticized for introducing 

standardization in a highly complex area and entailing negative consequences for individuals [16]. 

Burton et al. [42] suggest that ADM systems as support along every step of a decision-

making process would enable their adoption by more users and include more application 

domains. Such differentiated systems might be beneficial for credit scoring as well, as 

increasing flexibility and adaptation to the needs of customers. Burton et al. [42] define the 

successful use of ADM systems as the shared decision-making capability of the human 

operator and the system. Complete trust in or disregard of the systems point to the failure of 

the interaction between the operator and the system, even as in some application domains, full 

automation is beneficial [42]. That, however, does not seem to be the case for ADM systems 

used in credit scoring, as a shared agency, and avoidance of complacency and aversion could 

benefit the person affected by a credit score. Combining the capacities of the systems, 

considering large quantities of data on the one hand and the knowledge of human 

circumstances and individual situations, on the other hand, could make such systems more 

successful. Overall, a more human-centred approach to ADM systems would be beneficial for 

their successful use, as such an approach could solve problems of accuracy, bias, and 

transparency [84]. 

A study done by Schäufele [75] shows that operators of credit score systems often do not 

question the decisions of the system even if they could, indicating automation bias. Operators 

in that study did not see any reason to question the system even though they could object to 

decisions by filing a complaint. They seem to give away responsibility for the decision to the 

ADM system. Moreover, operators reduce their cognitive load by relying on the system too 

much for the complex credit score calculation [75]. These factors indicate automation bias in 

credit scoring systems. 

As previously mentioned, automation bias might lead to commission and omission errors [21]. 

In the case of credit scoring, commission errors seem to occur, as the type of contract a 

person gets depends on the inference of data from a profile made about her, using a model 

that might be biased. The commission error has dire consequences for some, who receive, for 

instance, bad conditions for a credit, which keeps them in debt. These consequences are 

especially difficult as a bad credit score influences other domains such as employment. In 
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consequence, people have more difficulty paying back their debt as they are not hired. 

Automation bias thus results in a negative feedback loop [16]. 

Furthermore, uncritically accepting credit scores could let customers believe the systems’ 

recommendations without comparison to other credit providers [62], thus causing complacency [16]. 

All in all, credit scoring would need to account for the unique and complex life situations of 

very different individuals and situations. And although ADM systems promise to reduce biases of 

decisions about credit scores, and the systems have more data available and a bigger 

processing capacity, the models employed are still human-made, mostly not user-centred, and 

thus criticized as biased [16], perceived to be unfair to certain individuals and can lead to 

negative feedback loops. For instance, some groups of people, to circumvent a negative credit 

score, even “play [...] the credit score game” [25; p.346], finding strategies to improve their 

credit score (also to enable upward social mobility [78]) by producing positive data; for 

instance, by joining lending circles where people lend money to each other without interest to 

build credit [85] (see also [86-88] for similarly created loops within systems, rich with social 

interaction). 

HUMAN-CENTRIC ADM SYSTEMS FOR CREDIT SCORING 

The attitude towards ADM systems is crucial for their successful and beneficial use. A survey 

conducted among U.S. adults in 2018 by the Pew Research Center shows that 31 % of 

participants deem using automated decision-making systems for credit scoring acceptable for 

companies. Respondents who would not consider such a system acceptable voiced concerns 

such as the violation of privacy, the accuracy of online data representing a person, and the 

irrelevance of online habits and behaviours for an individual’s creditworthiness [89]. The 

exploration and increasing use of alternative data sources for credit scoring, including social 

media data or information from smartphones [79, 82, 83, 90], is perceived rather critically in 

research [27, 83] and by most participants as inquired by the Pew Research Center [89]. 

Users and customers (people who these systems decide about) seem to have a different 

attitude towards ADM systems than managers and executives of companies or institutions 

who decide about these systems. The latter seem to emphasize the timeliness and efficacy of 

their companies due to using these systems [28]. To alleviate users’ concerns and to make 

ADM systems successful and possibly fairer, a human-centric framework is necessary. 

A human-centred framework provides strategies to use AI systems to improve capabilities 

instead of replacing the workforce, including “human factors design to ensure AI solutions 

are explainable, comprehensible, useful, and usable” [91; p.44] (emphasis in original). Ethical 

design principles to ensure fairness and justice [91] are crucial for an AI systems’ human-

centric framework. The social accountability of operators and managers is important to 

establish and maintain the fairness of systems. Studies show that participants who know to be 

accountable when using ADM systems committed significantly fewer omission and 

commission errors than control groups [21]. Another study by Lee and Baykal [92] found that 

interpersonal power as well as knowledge of programming influence the attitude towards 

decisions by mathematically fair algorithms compared to group decisions. (Fair division 

algorithms use a mathematical definition of fairness, which in most cases uses equity as a 

central concept. Equity, in contrast to equality, does not advocate for treating every person 

the same, but accounts for individual differences to guarantee a fair distribution [92].) Their 

results show that participants perceived decisions made through group discussions as fairer. 

Furthermore, algorithmic decisions were thought to be unfair if the algorithm did not 

“account for multiple concepts of fairness and cognitive and social behaviours in groups, 

such as the presence of altruism and group dynamics” [92; p.1035]. The authors attribute the 
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increased perception of fairness in group discussions to the decision’s transparency and the 

possibility of individual group members’ intervention. As individuals were held accountable, 

the perception of fairness increased [92]. Overall, adapting the decision-making algorithm to 

specific tasks by increasing functional and temporal specificity might ensure fairness and 

reduce algorithmic aversion. Moreover, the social accountability of the operators could 

reduce omission and commission errors, especially for group decisions. 

Aside from social accountability, a legal framework is necessary to regulate the use of ADM 

systems and ensure algorithmic accountability. The General Data Protection Regulation 

2016/679 (GDPR) grants several new rights to citizens of member states of the European 

Union, including the right to be forgotten and to have their data deleted (Art. 17) or rectified 

(Art. 16), the right to be informed about ADM systems and their use, including the 

consequences of such systems and profiling (Art. 13) and the right not to be subject of an 

automated decision, which includes profiling (Art. 22). Exceptions to Article 22 of the GDPR 

can be granted if (1) the data subject’s informed consent is provided, (2) if the legislation of a 

member state allows such decision-making, or (3) if the decision is necessary to fulfil a 

contract (Art. 22(2)). Furthermore, the GDPR grants the right to a human reassessment of the 

system’s decision if perceived as unfair or incorrect [93]. 

Critics claim that the legal framework provides too much freedom to data controllers and 

insufficiently protects individuals [94]. Furthermore, as ADM systems are very complex, the 

information should be presented in a comprehensible manner for each individual, and the 

system’s “intentions” made clear [94]. What is problematic is that, not all parties involved 

have a right to an explanation, for instance, the general public. Providing the public with 

information concerning the ADM systems’ functioning, however, would be beneficial to 

reduce public concerns and to improve individuals’ understanding of the use of their data [94]. 

By increasing knowledge about these systems, social accountability could be created, and 

influence could be exercised to make these systems more human-centric. Especially 

regarding credit-scoring systems, which possess sensitive data about individuals, creating 

accountable and transparent systems is crucial to ensure a fair distribution of credit. 

CONCLUSION 

This article aimed to identify peoples’ attitudes towards ADM systems and ensuing 

behaviours when dealing with ADM systems with a particular consideration for credit scoring. 

Trust and algorithmic aversion were identified as common attitudes adopted towards ADM 

systems, automation bias and complacency as key behaviours. Trust, complacency, 

automation bias, and algorithmic aversion were consulted to shed light on the attitudes 

towards ADM systems for credit scoring. In credit scoring, all these aspects could be 

identified, complacency resulting in overreliance and automation bias engendering 

commission errors by the operators, causing the misuse of ADM systems. Moreover, 

complacent users might not question the credit score assigned to them. ADM systems’ 

decisions could be most beneficial for the service providers because they might be designed 

to find the most cost-efficient solutions leading to complacency by the operators and 

managers. These solutions might not be the most beneficial for the users or customers who 

must live with the consequences. 

Furthermore, aversion could be influential for operators and users. First, credit scoring systems 

do not allow for human interference, and second, they might not be perceived as fair. Multiple 

strategies are suggested in research to reduce errors and biases, such as highly functional and 

temporal specificity and a human in the loop, to reduce complacency effects [46]. Moreover, 

social accountability and transparency of the decision-making process by the algorithmic 
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systems might be useful strategies to establish trust on the one hand and reduce bias, 

aversion, and complacency on the other hand. The design of human-centred ADM systems 

would benefit customers and operators alike. That, however, would require designing systems 

based on explainability and transparency instead of data that are often opaque and biased but 

are used due to easy access and availability [89]. 

All in all, ADM systems are increasingly used, influencing decisions made by companies, 

policymakers, and individuals [18]. Even as these systems are frequently advertised to be 

more objective and reliable than human decision-makers [28, 46], and many advantages in 

applying ADM systems to complex choice problems can be identified, using ADM systems 

should be approached with care since they are sometimes based on biased models, and the 

motives for their use unreflected upon or unethical. Often unreflected use of ADM systems 

might thus too easily result in dire consequences for individuals and, more often than not, for 

the already disadvantaged groups [16, 38, 39]. 
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