
ABSTRACT
Connected and autonomous vehicles (CAVs) have the 

ability to receive information on their leading vehicles 
through multiple sensors and vehicle-to-vehicle (V2V) 
technology and then predict their future behaviour thus 
to improve roadway safety and mobility. This study pres-
ents an innovative algorithm for connected and autono-
mous vehicles to determine their trajectory considering 
surrounding vehicles. For the first time, the XGBoost 
model is developed to predict the acceleration rate that 
the object vehicle should take based on the current status 
of both the object vehicle and its leading vehicle. Next 
Generation Simulation (NGSIM) datasets are utilised for 
training the proposed model. The XGBoost model is com-
pared with the Intelligent Driver Model (IDM), which is 
a prior state-of-the-art model. Root Mean Square Error 
(RMSE) and Mean Absolute Error (MAE) are applied to 
evaluate the two models. The results show that the XG-
Boost model outperforms the IDM in terms of prediction 
errors. The analysis of the feature importance reveals 
that the longitudinal position has the greatest influence 
on vehicle trajectory prediction results.

KEYWORDS
connected and autonomous vehicles; Extreme Gradient  
Boosting; Intelligent Driver Model; trajectory prediction.

1. INTRODUCTION
The technology of connected and autonomous 

vehicles has developed rapidly in recent years. It 
is believed that CAVs could lead to a significant 
improvement of roadway safety and mobility. 
One important reason is that CAVs can receive  

information on their leading vehicles through mul-
tiple sensors and V2V technology. Thus, CAVs are 
able to predict their future behaviour accordingly.

The Intelligent Driver Model (IDM) is a tradi-
tional method to predict the acceleration rate for 
the object vehicle based on the current status of 
the object vehicle and its leading vehicle. The IDM 
is a widely used car-following model which utilis-
es an intelligent braking strategy to transit vehicle 
behaviour between acceleration and deceleration 
and creates a crash-free roadway dynamics [1]. 
However, when the gaps between the two vehi-
cles decrease significantly, the IDM model will 
generate strong braking manoeuvre for the object 
vehicle which is unrealistic and not possible in the 
real world. In this study, we propose the XGBoost 
model, a relatively new machine learning method, 
to predict the acceleration rate of the object vehi-
cle. 

Machine learning (ML) has proved to be an ef-
fective statistical tool to solve regression and clas-
sification problems [2]. ML technology can explore 
potential correlations between input features and 
output labels by learning from the training dataset 
without programming in advance. As one of the 
ML methods, the XGBoost algorithm has gained 
much popularity in machine learning competitions 
in Kaggle, which is an online community of data 
scientists and machine learners [3]. The XGBoost 
model can generate higher prediction accuracy 
while taking less processing time compared to oth-
er ML methods [4]. The XGBoost model is trained 
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historical vehicle trajectory data is determined for 
safe and unsafe classification by stability analysis. 
Support Vector Machine can also predict the lane 
changing manoeuvre by considering the lateral po-
sition and the heading error of the vehicle [16]. 

Ju et al. [23] proposed a multi-layer architecture 
Interaction-aware Kalman Neural Networks (IaK-
NN) to analyse high-dimensional traffic environ-
mental problems. Nikhil and Morris [24] predicted 
human trajectory based on convolutional neural 
network (CNN). CNN can extract existing human 
trajectory data and assign importance to various 
aspects of the data. CNN has the ability to support 
increased parallelism and temporal representation, 
and predict human trajectory efficiently and pre-
cisely. Han et al. [25] employed a Support Vector 
Machine (SVM) algorithm to predict the action of 
the preceding vehicle. Artificial neural network 
approaches have also been proposed for trajectory 
prediction since the trajectory data can be viewed 
as a time series [26]. Xing et al. [27] presented a 
Long Short-Term Memory (LSTM) based joint 
time-series model to predict the leading vehicle 
trajectory prediction based on the Long Short-
Term Memory (LSTM) Recurrent Neural Network 
model (RNN). RNN has shown promising results 
in sequence modelling, such as natural language 
processing. LSTM is a particular implementation 
of RNN. LSTM can model long-term dependen-
cies between input features. Therefore, LSTM is 
used to model vehicle manoeuvre and predict ve-
hicle trajectory.

As a relatively new ML approach, XGBoost has 
been used by many researchers in various topics 
[28]. Parsa et al. [29] presented the XGBoost mod-
el to predict accidents and analyse the contribut-
ing factors. Dong et al. [30] disused the XGBoost 
model to monitor structural health by predicting 
concrete electrical resistivity. Lim and Chi [31] 
used XGBoost method to analyse the damage lev-
el of bridges. XGBoost is an improved gradient 
boosting decision tree (GBDT) model. Compared 
to GBDT and other methods, such as Random For-
est, XGBoost uses a regularisation term to reduce 
the potential of overfitting problems. However, to 
the knowledge of the authors, the performance of 
the XGBoost model for vehicle trajectory predic-
tion is still unknown. To fill this gap, the XGBoost 
model is developed in this study by formulating 
vehicle trajectory prediction as a regression prob-
lem.

and evaluated using the NGSIM US-101 datasets 
which contains vehicle trajectories collected from 
Californian freeways [5]. The prediction results 
will be compared with the outcomes based on the 
IDM in terms of the RMSE and MAE. The fea-
ture importance will also be analysed to identify 
the critical attributes and their relative influence on 
vehicle trajectory prediction through the proposed 
XGBoost model.

2. RELATED RESEARCH
Various vehicle trajectory prediction techniques 

have been developed in existing studies. Motion 
models are traditional ways for trajectory predic-
tion [6, 7]. However, motion models are unreliable 
for non-linear problem, which is a potential char-
acteristic of vehicle trajectory. Intelligent Driver 
Model is a previous State-of-the-Practice, which 
has been widely used in the microsimulation of 
car-following movements. As one of the deter-
ministic models, IDM produces an unrealistic be-
haviour [8]. Recently, machine learning methods 
are prevalent in trajectory prediction topics. ML 
methods can predict vehicle trajectory with a large 
amount of traffic data through the developed data 
acquisition technologies such as GPS and roadside 
cameras. Some ML approaches have already been 
applied for trajectory prediction, including hidden 
Markov models [9-11], Gaussian process regres-
sion models [12, 13], Bayesian networks [14], 
Support Vector Machine [15-17], and Long Short-
Term Memory [18-22].

Hidden Markov model-based trajectory predic-
tion is able to describe the position and behaviour 
of vehicles in a network-constraint environment 
[9]. The hidden states and observation states were 
extracted from existing vehicle trajectory data and 
used to predict optimal future trajectory accord-
ingly. Gaussian Process Regression models are 
able to learn motion patterns from two-dimension-
al unlabelled trajectory patterns [12]. The captured 
spatio-temporal characteristics of traffic patterns 
are then used to predict the future trajectories 
of vehicles in the system. Bayesian network can 
model high-level driving manoeuvres by inferring 
for each vehicle in the traffic scene via Bayesian 
inference [14]. Irrational driving behaviour can 
be detected and used to predict manoeuvre-based 
probabilistic trajectory subsequently. Support Vec-
tor Machine for regression is employed to achieve 
accurate and reliable vehicle position [15]. The 
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where Ij={i|q(xi)=j} is the set of data point indices 
belonging to the j-th leaf. Since the same score is 
assigned to all the data points on the same leaf, the 
index of the summation in the second line can be 
revised. The terms gi and hi denote the first and sec-
ond derivatives of the loss function. Let Gj gi
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jective function can be generated:

H
G*

j
j

j
~

m
= +-  (11)

J H
G

T2
1*

j

j

j

T 2

1 m
c= + +-

=
/  (12)

When using the XGBoost model for regression, 
each regression tree maps an input data point to one 
of its leaves that contains a continuous score. The 
training process is conducted by adding new trees 
and predicting the residuals of prior trees and com-
bining the new tree with previous trees to make the 
final prediction. For a given status of object vehicle 
and its leading vehicle, the current status is mapped 
as a new leaf of the XGBoost model. The XGBoost 
model will find the best tree split that generates the 
minimum residual for the objective function. In do-
ing so, the best prediction value of acceleration rate of 
the object vehicle could be calculated. Figure 1 shows 
the flowchart of the proposed XGBoost model.

3.2 Intelligent Driver Model
The Intelligent Driver Model (IDM) produces 

better realism than most of the deterministic car-fol-
lowing models [33]. The fundamental of the IDM is 
to calculate the acceleration rate of the object vehi-
cle by considering both the ratio of desired veloc-
ity versus actual velocity and the ratio of desired 
headway versus actual headway of the vehicle. The 
calculation of the acceleration rate is expressed as 
follows:

,a a v
v

s
s v v1

*

m 0

2D= - -
da c ^k h m< F  (13) 

3. METHODOLOGY

3.1 XGBoost algorithm
XGBoost is a prevalent boosting tree algorithm 

employed in industry because of its accuracy and 
high efficiency in prediction. In fact, XGBoost is 
developed from the GBDT algorithm and employed 
in classification and regression problems with mul-
tiple decision trees [32]. XGBoost can prevent 
over-fitting by normalising the objective functionxs. 
The details of the model are illustrated as follows.

A dataset is assumed as D={(xi,yi)} (i=1,2,…,n), 
and the model has k trees. The result ( y i

V ) of the 
model is expressed as:
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where F is the hypothesis space, and f(x) denotes a 
regression tree:

F f x q x~= =^ ^h h" ,  (2)

where ωq(x) represents the score of each leaf node; 
q(x) is the number of leaf nodes.

When a new tree is developed to fit residual er-
rors of the last tree, the predicted score for the t-th 
tree can be calculated as follows:
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The objective function is as follows:
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where L is a loss function, Ω is a penalising term to 
reduce the complexity of the model, and:
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where γ is a parameter that represents the complex-
ity of the leaf; T denotes the number of the leaves; 
λ is a parameter scaling the penalty; and ω is the 
vector of scores on each leaf.

Unlike the general gradient boosting methods, 
the XGBoost uses the second-order Taylor expan-
sion to the loss function. Formula 5 is then simplified 
as follows:
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Then, the final objective function can be calcu-
lated as follows:
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3.3 Model comparison
The XGBoost model is compared to the GBDT 

model and the IDM regarding the prediction errors. 
Root mean square error (RMSE) and Mean absolute 
error (MAE) are two of the most common metrics 
used to evaluate the performance of the proposed 
models. Both RMSE and MAE express the average 
model prediction error and are negatively-oriented 
scores. Comparison between the predicted and ob-
served values is carried out in conjunction with sta-
tistical metrics including RMSE and MAE. RMSE 
denotes the average of square errors between pre-
dicted values and actual values and is calculated as:

RMSE n y y1 *
i i

i

N
2

1
= -

=
^ h/  (15)

Mean absolute error (MAE) is calculated by av-
eraging the absolute errors between predicted val-
ues and actual values:

MAE N y y1 *
i i

i

N

1
= -

=
/  (16)

where N is the number of data points; yi
* and yi rep-

resent the predicted and actual values.

4. DATA AND FEATURES

4.1 Dataset
In this study, the Next Generation Simulation 

(NGSIM) dataset is used to train the proposed 
model. It is an open source of real vehicle trajec-
tory data collected by the United States Federal 
Highway Administration (FHWA) in 2005. NGSIM 
dataset has been widely used in vehicle trajectory  

,s v v s s v
v vT

a b
v v

2
*

m
0 1 0

$D D= + + +^ h  (14)

where:
a     – acceleration rate of the object vehicle;
am    – maximum acceleration rate;
v     – current speed of the object vehicle;
v0    – desired speed;
δ     – acceleration exponent;
s*(v,Δv) – desired minimum headway;
Δv    – speed difference between the object  
      vehicle and the leading vehicle;
s     – current headway between the object  
      vehicle and the leading vehicle;
s0    – linear jam distance;
s1    – non-linear jam distance;
T     – desired headway;
b     – comfortable deceleration rate.

Table 1 presents the values of all the parameters in 
the proposed IDM in this study. The parameters are 
adopted from one of the authors’ previous studies 
[8].

Training set

XGBoost model

Model training

Minimum residual?

Final model

Prediction result

New tree

Testing set

No

Yes

Figure 1 – Flowchart of the XGBoost model

Table 1 – Values of Parameters in the IDM

Parameters Values

am 0.73 m/s2

v0 29 m/s

δ 4

s0 2 m

s1 3 m

T 0.6 s

b 1.67 m/s2
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predicted according to the status of both the object 
vehicle and its leading vehicle. The following fea-
tures are defined for predicting the acceleration rate 
for the object vehicle:

 –  Lateral position of the object vehicle x which is 
the lateral position of the vehicle based on the 
leftmost edge of the road

 –  Longitudinal position of the object vehicle y 
 –  Speed of the object vehicle v
 –  Space headway between object vehicle and its 

leading vehicle sp 
 –  Lateral position of the leading vehicle xl
 –  Longitudinal position of the leading vehicle yl
 –  Speed of the leading vehicle vl
 –  Acceleration rate of the leading vehicle al

5. RESULTS AND DISCUSSIONS

5.1 Performance of the models
In this study, RMSE and MAE are employed to 

evaluate the prediction accuracy of the XGBoost 
model, GBDT model, and the IDM. Table 2 shows 
the RMSE and MAE values for the proposed mod-
els. As we can see from the table, the RMSE and 

prediction related studies [34-38]. More specifi-
cally, we consider a 15 minute segment of vehicle 
trajectories on the US101 highway. Since different 
vehicle type has different car following behaviour, 
only passenger cars are involved in the analysis. 
The time period is between 7:50am and 8:05am, 
15 June 2005. In total, the selected dataset includes 
trajectories for 1,993 individual vehicles, recorded 
at 10 Hz. The information (including the location, 
speed, and acceleration rate) of the leading vehi-
cles are extracted and attached to their following 
vehicles accordingly. Using one vehicle as an ex-
ample, it follows another vehicle for 243 seconds. 
Figure 2 shows an example of the speed difference 
between the leading vehicle and the following vehi-
cle. Figure 3 shows the headway between the two ve-
hicles. To evaluate the performance of the XGBoost 
model, 80% vehicles in the selected dataset are used 
as the training set and the remaining 20% are used 
in the testing phase.

4.2 Feature Extraction
The NGSIM dataset provides vehicle speed, po-

sition, acceleration rate, and headway of each in-
dividual vehicle. In this study, the objective is to 
predict the acceleration rate for the object vehicle, 
which is the determining factor of vehicle trajecto-
ry. Under the CAV environment, the object vehicle 
can receive information from its leading vehicle. 
The acceleration rate of the object vehicle is then 
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Table 2 – Comparison of the two models in acceleration rate 
prediction

Algorithm RMSE MAE
XGBoost 3.9953 2.6950

GBDT 3.9647 2.7146
IDM 6.2748 4.7164
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the figure, the longitudinal position, lateral position, 
and the velocity of the object vehicle are the most 
important features to predict the vehicle trajectory.

6. CONCLUSIONS
This study presents an innovative algorithm for 

connected and autonomous vehicles to determine 
their trajectory considering surrounding vehicles. 
For the first time, the XGBoost model is developed 
to predict vehicle trajectories in connected and 
autonomous vehicle environment. The proposed 
model is compared with previous machine learning 
model GBDT and the existing deterministic model 
IDM. The NGSIM dataset is utilised to train and test 
the proposed XGBoost model. The predicted results 
verify that the proposed XGBoost model can gener-
ate higher prediction accuracy than the IDM while 
taking much less processing time than the GBDT. 
The longitudinal position of the object vehicle is the 
most important feature to predict the vehicle trajec-
tory. The results of this study could help guide the 
machine learning approaches in the area of vehicle 
trajectory prediction. The proposed model can be 
extended by considering more surrounding vehicles 
while predicting vehicle trajectory. The proposed 
model could also be applied in other domain, such 
as driver behaviour prediction and pedestrian detec-
tion.

MAE of the XGBoost model are 3.9953 and 2.6950, 
respectively, which are similar to the errors of the 
GBDT (i.e., 3.9647 and 2.7146) and smaller than 
the IDM (i.e., 6.2748 and 4.7164). The execution 
time for the XGBoost model is 102.9 seconds, while 
the execution time for GBDT is 3,733.1 seconds. 
This illustrates the superiority of the XGBoost mod-
el in the prediction of vehicle trajectory.

Figure 4 shows the predicted and observed values 
in a predict horizon of 30 seconds. As can be seen in 
the figure, the XGBoost model can effectively pre-
dict the acceleration rate of the object vehicle. The 
prediction results of the IDM are inferior to those of 
the XGBoost model. By comparing the prediction 
results, we can conclude that the XGBoost model is 
more reliable for vehicle trajectory prediction than 
the IDM.

5.2 Feature importance
To further explore the impact of each feature on 

the vehicle trajectory prediction, the relative im-
portance of the eight input features in the XGBoost 
model are calculated. The feature importance is 
ranked based on the F score, which is a measure-
ment of the frequency that a variable is selected for 
splitting. The feature will get higher score if it is 
used to make decisions in the decision trees more 
frequently. The importance ranking of the input fea-
tures are displayed in Figure 5. As can be seen from 
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There are some limitations of this study. The 
dataset we use is from a freeway section and lane 
change situations are not considered. Future re-
search efforts will investigate other machine learn-
ing models to predict vehicle trajectory considering 
lane changing as well as different roadway scenar-
ios. To get more accurate results from IDM, sensi-
tivity analysis should be made for the parameters. 
The dataset in this study represents the congested 
traffic condition during peak hour. The proposed 
model should also be tested under non-congested 
traffic condition.
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网联自动驾驶汽车环境下基于极端梯度提升模
型的汽车轨迹预测

摘要

网联自动驾驶汽车利用传感器和车联网技术实时
接收前车信息，并能够对自身驾驶行为进行预测，
进而提升道路安全性与机动性。极端梯度提升模型
首次被应用到网联自动驾驶汽车的轨迹预测中。目
标车辆在用极端梯度提升模型预测下一时刻的加速
度时，综合考虑自身和前车状态信息。NGSIM数
据库被用于训练和测试极端梯度提升模型。预测结
果和已有的经典车辆跟驰模型智能驾驶模型进行比
较。结果显示极端梯度提升模型的均方根误差和平
均绝对误差都要小于智能驾驶模型。同时，研究表
明目标车辆的纵向位置对于汽车轨迹的预测结果影

响最大。

关键词

网联自动驾驶汽车；极端梯度提升模

型；智能驾驶模型；轨迹预测
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