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Abstract: The positive relationship between product market efficiency (PME) and productivity has 
been established in the existing literature. An important component of productivity is the 
PME, which is significantly affected by the quality of institutions. Weaker quality of in-
stitutions, higher levels of corruption and lower efficiency of product markets have been 
confirmed in countries that share similar characteristics with Croatia. The results show a 
positive relationship between the quality of institutions and PME while the link between 
corruption control and PME is negative. Exports and taxes were also significantly corre-
lated with PME. The text additionally comments on the direction of this connection. The 
link between PME, institutional quality and corruption is particularly commented on in 
the context of Croatia and Slovenia as these are two areas that share a common past of 
approximately 500 years. To improve the PME, a prerequisite for greater productivity and 
consequently economic growth, it is necessary to change the institutional framework. 
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Introduction

In the literature on economic growth, much interest is paid to factors of production 
and technological progress (and consequently to research and development), and too 
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little to efficiency. However, it is generally known from growth theory that the level 
of productivity has a much stronger role played by efficiency than technology. Nev-
ertheless, factors of production, technology and efficiency play a significant role in 
economic activity, so they are recognized in the Global Competitiveness Index (GCI) 
as important factors in the competitiveness of national economies. This index is con-
structed by the World Economic Forum and identifies 12 pillars of competitiveness 
as shown in Table 1. The grouping of competitiveness pillars corresponds to the way 
of defining the aggregate production function (Y = F (K, N, A) where capital K and 
labor N are factors of production, and A denotes both efficiency and technological 
level), and the same is true after 2018, regardless of changing the methodology and 
evaluating the pillars of competitiveness. The results in the individual pillars of com-
petitiveness are also reflected in the total value of the GCI. By comparing the values 
of this index, starting from the highest, the ranks of countries are determined.

Table 1: The competitiveness pillars according to the Global Competitiveness Index 

Global competitiveness index (GCI index)
Previous Methodology: (issues: 2006/7-2017/18)

Basic requirement Efficiency Enhancers Innovation and sophistication factors 
• Institutions
• Infrastructure
• Macroeconomic environment
• Health and primary education

• High education and training
• Goods market efficiency
• Labor market efficiency
• Financial market development
• Technological readiness 
• Market size

• Business sophistication 
• Innovations

Revised methodology - 2018/9 – 2020-21
Enabling environment Human capital Markets Innovation ecosystem 

• Institutions
• Infrastructure
• ICT adoption
• Macroeconomic stability 

• Health
• Skills

• Product market
• Labor market 
• Financial system
• Market size

• Business dynamism
• Innovation capability

Source: Schwab(ed.) (2017, 2018).

Figure 1: GCI values and ranks for the EU member states 
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The left graph in Figure 1 shows the values of the total GCI and the overall ranking of 
the EU member states (with the United Kingdom) according to the 2017/18 edition starting 
from the best EU economy. The Netherlands had the best position, and Croatia and Greece the 
worst. However, the best EU score (5.6) is significantly weaker than the theoretically best 
possible result (7). The right chart starts from the changed methodology for 2018, but the basic 
conclusion remains unchanged - 11 old EU members have the best GCI values. 

If Mediterranean countries are excluded from the old EU Member States (EU-15), the 
new EU Member States have significantly lower GCI levels compared to the EU-15. This 
means that there are certainly differences in post-socialist and Mediterranean countries when 
considering the competitiveness of EU economies. They can be largely attributed to efficiency 
factors, and the lower quality of institutions is imposed as the first factor of lower efficiency. 
In addition to impaired efficiency, weak institutions (according to growth theory) also reflect 
on economic activity through other components of the production function. In this paper, 
efficiency is viewed in part since we focus on the product market (goods market efficiency in 
the previous GCI methodology), but labor market efficiency and education as well as financial 
development are also important components of efficiency (see Efficiency enhancers group in 
Table 1). Furthermore, poorer quality of institutions is usually associated with higher levels of 
corruption. We assume a possible link between the efficiency of the product market, the quality 
of institutions and corruption through these hypotheses: 
H1: There are significant differences among EU members: smaller EU member1
, Mediterranean countries and post socialist economies stand out with poorer quality 
institutions, poorer product market efficiency, and higher levels of corruption;  
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The left graph in Figure 1 shows the values of the total GCI and the overall rank-
ing of the EU member states (with the United Kingdom) according to the 2017/18 
edition starting from the best EU economy. The Netherlands had the best position, 
and Croatia and Greece the worst. However, the best EU score (5.6) is significantly 
weaker than the theoretically best possible result (7). The right chart starts from the 
changed methodology for 2018, but the basic conclusion remains unchanged - 11 old 
EU members have the best GCI values.

If Mediterranean countries are excluded from the old EU Member States (EU-15), 
the new EU Member States have significantly lower GCI levels compared to the EU-
15. This means that there are certainly differences in post-socialist and Mediterra-
nean countries when considering the competitiveness of EU economies. They can be 
largely attributed to efficiency factors, and the lower quality of institutions is imposed 
as the first factor of lower efficiency. In addition to impaired efficiency, weak insti-
tutions (according to growth theory) also reflect on economic activity through other 
components of the production function. In this paper, efficiency is viewed in part 
since we focus on the product market (goods market efficiency in the previous GCI 
methodology), but labor market efficiency and education as well as financial develop-
ment are also important components of efficiency (see Efficiency enhancers group in 
Table 1). Furthermore, poorer quality of institutions is usually associated with higher 
levels of corruption. We assume a possible link between the efficiency of the product 
market, the quality of institutions and corruption through these hypotheses:

H1: There are significant differences among EU members: smaller EU member1, 
Mediterranean countries and post socialist economies stand out with poorer quality 
institutions, poorer product market efficiency, and higher levels of corruption; 

H2: Reduced efficiency of product markets in EU member states may be associ-
ated with poorer quality of institutions and higher levels of corruption.

In the empirical part, we failed to reject any of these hypotheses. These results are 
an important contribution of this paper since in the empirical literature, the impact of 
institutional quality on market efficiency is often neglected, so research is rare. There-
fore, the aim of this article was to partially fill this gap on the sample of EU members.  

The structure of the paper is the following. Next part presents the literature re-
view. Third section contains empirical analysis. Fourth section comments the results 
with a special focus on Croatia. The fifth section presents concluding remarks.

Literature review

Problems related to economic activity and the dynamics of the product market are a 
matter of extensive research and economic interest. The consequence is a multitude 
of theoretical and empirical papers linking economic activity and product market 
reforms that contribute to its better efficiency.
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A theoretical analysis of product market reforms suggests that product market 
deregulation lowers prices, increases real wages, and reduces unemployment if it 
facilitates the entry of new firms (Blanchard and Giavazzi, 2003). It increases com-
petition and reduces mark-ups (Arnone and Scalise, 2005), reduces inefficiencies and 
makes the price stability policy more desirable (Cacciatore, Fiori and Ghironi, 2015). 
However, the theory also suggests that short-term and long-term effects of these pol-
icies differ depending on how and when the policy is implemented. Deregulation 
reforms can be recessive in the short term and expansive in the long run. Most of the 
conclusions of the empirical literature, however, confirm the benefits that product 
market deregulation ensures to an economy such as the positive impact of competi-
tiveness on productivity (Arnold, Nicoletti and Scarpetta, 2011; Bourlés et al., 2013; 
Correa-López and Doménech, 2014), economic growth (Allegra, Forni, Grillo and 
Magnani, 2004) and decrease in the relative prices (Bouis, Duval and Eugster, 2016); 
as well as a positive effect of deregulation on investments (Ardagna, Nicoletti and 
Schiantarelli, 2005). The empirical literature finds no negative effects in the short 
term even in the unfavorable macroeconomic conditions.

The direction of the link in the presented studies is from product market reforms 
to economic activity. However, empirical research on product market efficiency 
factors (including the quality of institutions) is relatively scarce. To the best of our 
knowledge, we were able to single out only one (relatively older) article by Adkins, 
Moomaw and Savvides (2002). This paper analyzes the market inefficiency as a dis-
tance from the production frontier and shows that institutions that promote more 
freedom in the market reduce inefficiencies. It also turns out that one of the mecha-
nisms through which economic freedom works is greater efficiency rather than prog-
ress in knowledge.

Although empirical papers do not investigate the direct impact of institutions on 
efficiency, some authors theoretically and empirically investigate the impact of insti-
tutions on economic activity. The theory of growth and development does not look 
at the quality of institutions as a separate factor of production, but this impact is 
reflected in the accumulation of factors of production and/or productivity. Although 
Égert (2016) states that there is surprisingly little empirical research on the impact of 
institutions on the aggregate economic level, most of them show a positive impact of 
institution quality on overall productivity and economic activity (Chanda and Dal-
gaard, 2008; Rodrik et al., 2004; Égert, 2016; Gouveia, Santos and Gonçalves, 2017; 
Rodríguez-Pose et al., 2020). However, articles on the direct impact of institutions 
on productivity and economic activity neglect the impact on market efficiency. But 
according to the theory of growth and development, lower efficiency predominantly 
explains lower productivity rather than the technological gap (Weil, 2009). Therefore, 
it makes sense to assume that the poorer quality of institutions is reflected in poorer 
efficiency and thus the efficiency of the product market. Papers Chanda and Dalgaard 
(2008), Égert (2016), Gouveia, Santos and Gonçalves (2017) and Rodríguez-Pose et 
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al. (2020) openly point out that better quality of institutions is reflected in better 
efficiency. Pattnaik and Choe (2007), on the other hand, find that performance of 
subsidiaries is not impacted by the quality of institutions of the country they are lo-
cated in. This finding corresponds to the one by Chacar, Newburry and Vissa (2010) 
who find on a sample of 33 countries over a 10-year period that institutional quality 
impacts only domestic firms. Likewise, Agostino et al. (2020) find that better local 
institutions help small and medium-sized companies of the EU become more produc-
tive (in terms of their TFP).

The efforts of these and other authors have yielded a multitude of papers, most of 
which confirm the positive impact of better institutions on productivity, implicitly or 
explicitly assumed through more efficient markets. Additionally, however, we must 
consider that there are also potential special characteristics of small countries, Med-
iterranean countries, and former socialist countries that shape institutional frame-
work, and hence its impact on product market efficiency and consequently economic 
activity in a specific way. For example, smaller countries appear to be more prone to 
clientelism by eliminating the need for brokers and enhancing the power of clients 
versus patrons which degrades the institutional quality (Veenendaal, 2019). Addi-
tionally, by defining small countries as those with a population of a 5 milion or less, 
Bräutigam and Woolcock (2001) find that institutions of small countries develop dif-
ferently from those of large countries due to greater aid and trade dependence as well 
as more vulnerability to external shocks. However, although they do not consider 
that there is a significant difference in the quality of institutions between small and 
large countries, they find that the quality of small country institutions is even more 
important than those in large countries because of their vulnerability (Bräutigam 
and Woolcock, 2001).  As far as the affiliation to the Mediterranean group of coun-
tries is concerned, these countries share geographical and many cultural pecularities, 
which stand in contrast with other countries of the EU. These range in the literature 
from simple differences such as the different understandings of honour (Mosquera, 
Manstead and Fischer, 2002) to “an  internal cohesiveness in moral-cognitive terms” 
of the Mediterranean basin (Gilmore, 1987). And although many antropologists dis-
agree with a notion of a “Mediterranean cultural unity” (de Pina-Cabral, 1989), we 
believe that the existing similarities of this group of countries might have had a spe-
cific way of impacting institutional development and consequently economic activity. 
Finally, it is expcted that the post-socialist group of countries, by sharing a common 
history, also display some common institutional characteristics.  It makes sense to as-
sume that some of them were formed well before the establishment of the communist 
regime after World War II2. These institutional differences in the sets of countries 
were the basis for the construction of the first hypothesis.

Finally, the findings of the empirical literature in this review, as well as the 
above-mentioned considerations of specific characteristics that might play a role in 
the functioning of institutions of different countries, make us suspect that the poor 
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quality of institutions is one of the main explanations for low product market effi-
ciency (and consequently poor economic performance). Therefore, the first step in 
empirical analysis must be to find a suitable indicator of product market efficiency 
which is the goal of the next part of this paper.

Empirical analysis 

Definition of variables, data and expected signs

At the beginning of this paper, the GCI is described, including both methodologies. 
According to the old methodology, the values of this index range between 0 and 7, 
with the increase of the index reflecting the improved competitiveness of the econ-
omy. With the new methodology, the names of the pillars of competitiveness and 
their grouping have been changed (Table 1), but the values of the index have also 
been transformed, which now range from 0 to 100. Given the longer annual series, 
for this paper the data from the old methodology is more important since we have 11 
observations by country. We use annual data for all of the EU countries from 2008 
until 2018 giving a total of 308 observations. This data period is constrained by the 
availability of the appropriate data. 

The dependent variable in this model is the GCI value for the sixth pillar - product 
market efficiency (variable PME). The importance of PME for the global produc-
tivity of the national economy is described in this quote from (Schwab(ed.), 2017): 
“Countries with efficient goods markets are well positioned to produce the right mix 
of products and services given their particular supply-and-demand conditions, as well 
as to ensure that these goods can be most effectively traded in the economy. Healthy 
market competition, both domestic and foreign, is important in driving market ef-
ficiency, and thus business productivity, by ensuring that the most efficient firms, 
producing goods demanded by the market, are those that thrive. Market efficiency 
also depends on demand conditions such as customer orientation and buyer sophisti-
cation. For cultural or historical reasons, customers may be more demanding in some 
countries than in others. This can create an important competitive advantage, as it 
forces companies to be more innovative and customer-oriented and thus imposes the 
discipline necessary for efficiency to be achieved in the market”.

Another important factor in the efficiency of the product market is the quality 
of institutions (variable INST). North (1990) defines institutions as the rules of the 
game in a society, or as limits set by humans in order to shape human interactions. 
For economic relations important economic institutions are those such as property 
rights, functioning markets, contracts and exchange mechanisms. The institutions 
enhance market efficiency by addressing the market failures, ensuring an availability 
of information and thus enabling the prices to be the correct signals coming from the 
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markets (Gilson and Kraakman, 2003). The values of this indicator are also taken 
from the GCI (pillar Institutions).

Since our analysis covers a short period of only 11 years, our model specification 
is limited with a number of explanatory variables. The total number of variables ap-
plied in the empirical analysis is limited to five, and their list, source and expected 
signs are listed in Table 2.

Table 2: Data description and sources

Variable Label Measure Source The expected 
sign

PME
Product 
market 

efficiency

Index, [1,7]. 
Greater index indicates more efficient product 

markets. Weighted average of current and 
previous year.

WEF database Dependent 
variable

INST Institutions

Index, [1,7]. 
Greater index indicates higher quality of 

institutions. Weighted average of current and 
previous year.

WEF database +

EXP Exports Exports as a percentage of GDP (Constant, 
2010) WDI database +

CORRUPT Control of 
corruption

Index, [-2.5, 2.5]. 
Greater index indicates greater control of 

corruption. Weighted average of current and 
previous year.

WDI database, from 
Kaufman, Kraay and 

Mastruzzi (2010)
+

TAX Tax burden Tax revenue as a percentage of GDP WDI database -/+

Source: Authors

The variables PME, INST and CORRUPTION are interrelated. Better quality of 
institutions is associated with greater confidence in the political and judicial system, 
as well as with policies that encourage competition and a better business environ-
ment. Therefore, the good quality of institutions is reflected in lower levels of cor-
ruption and better efficiency of the product market. This improves overall economic 
activity, which in turn can affect the quality of government, and thus INST and COR-
RUPTION. So, a bidirectional link among these variables is possible. 

The link between EXP and PME can be sought through the relationship between 
productivity and exports. It is not entirely clear from economic theory whether pro-
ductivity improvement precedes exports (via price competitiveness) or exports lead to 
better productivity. Efficiency is a “part” of productivity and, therefore, the two-way 
link between EXP and PME is self-evident. EXP can also be a proxy variable for 
openness, and just improved efficiency is one of the channels through which open-
ness has a positive impact on economic growth (Weil, 2009). Instead of exports, we 
could include imports or FDI, but we took a variable that we consider a better indi-
cator of competitiveness. 
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It is also known from the economic literature that a higher tax burden (variable 
TAX) implies worsened efficiency, so a negative relationship should be expected (Weil, 
2009). However, countries with a higher degree of product market efficiency are also 
countries with a higher level of income that also allows them higher tax revenues. The 
correlation between TAX and PME in this case may also be positive, but it is more 
likely to go from PME to TAX. We will not opt in advance for the expected sign.

The choice of all variables was taken from (Rogić Dumančić, Bogdan and Raguž-
Krištić, 2021) and proving the first hypothesis requires an identical partition of the 
sample into subsamples3. For each of these subsamples, arithmetic means were cal-
culated separately in Table 3 (Appendix) and an arithmetic mean difference test was 
performed. Although the first hypothesis was strictly set for the variables PME, INST, 
and CORRUPT, this test was performed for each variable. The z-score (column 11) 
was mostly negative signaling lower averages for small states, Mediterranean countries, 
post-socialist economies and Croatia. The only exceptions are the positive differences 
for EXP and TAX in small countries. But a statistically significant difference was con-
firmed for all variables except for TAX. The only exceptions are post-socialist countries 
where there is no statistically significant difference in averages for the EXP variable 
while it exists in the case of the TAX variable. These results could have been influenced 
by the inclusion of Croatia in small, Mediterranean and post-socialist economies since 
it is still the country with the worst performances. But the exclusion of Croatia (Table 
4 - Appendix) did not significantly change the conclusions, except that the difference in 
arithmetic means for the variables PME and INST in small countries became insignif-
icant. Consequently, we are not able to reject the first hypothesis.

Empirical model and results

However, the presented analysis does not reveal the relationship between the studied 
variables, but it can be revealed by estimating the econometric model. The small 
length of annual data required the application of panel analysis and even the inclusion 
of old EU members (EU-15) in the sample. Due to the relatively small T, it makes 
sense to estimate the static panel model:

                                                (1)

y = [yit] denotes the efficiency indicator vector (variable PME). x [INSTit EXPit 
CORRUPTit TAXit] =  is the matrix of independent variables (explained above) and 
β is a vector of regression coefficients. α = [αit] is individual heterogeneity and ε 
= [εit]  is random variable. However, one issue remained unresolved by applying 
this estimation. The dependent variable is characterized by path dependence and, 
therefore, the lag of the dependent variable (y(-1)) should be included as a regressor 

Source: Authors 
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! = #$ + &' + # + 	)                                                (1) 
! = [!!"] denotes the efficiency indicator vector (variable PME). & =
[	,-./!" 012!" 345562/!"					/71!"] is the matrix of independent variables (explained
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leading to correlation with α and endogeneity. Namely, in this case model (1) takes 
the form (dynamic panel model):

(2)

If the correlation between y(-1) and α is ignored, OLS estimators would be bi-
ased and inconsistent. Therefore, when estimating the parameters of a dynamic panel 
model, there are different estimators whose suitability varies depending on the sizes 
of the spatial and time component of the model. Equation (2) implicitly assumes 
strictly exogenous regressors, so LSDV estimator and corrected LSDV estimator 
(LSDVC) are possible options. The poor properties of the LSDV estimator ruled it 
out as an adequate choice, but the relatively small variance (and thus efficiency) made 
it the basis for the construction of Kiviet (1995) LSDVC estimator. Based on the 
previous section, however, we conclude that our variables are most likely not strictly 
exogenous. In such circumstances, an LSDVC estimator would not be the optimal 
choice, so it is necessary to apply estimators that allow for potential endogeneity in 
the model i.d. (Anderson and Hsiao, 1981, 1983 – hence AH), difference GMM (Arel-
lano and Bond, 1991 - hence AB) or a system GMM estimator (Arellano and Bover, 
1995; Blundell and Bond, 1998 – hence BB). The choice of the appropriate estimator 
depends on the suitability for the panel model with a small-time dimension (T = 
10). Some simulations (Judson and Owen, 1999; Buddelmeyer, Jensen, Oğuzoğlu and 
Webster, 2008) allow the use of LSDVC, AH or difference GMM estimators. Their 
common conclusion is that, according to the bias assessment, LSDVC is the best 
estimator if the dependent variable is weakly persistent, and that an OLS estimator 
(small T and N) or GMM / AH estimator can be used for persistent series. The sim-
ulation Škrabić Perić (2019) is best adapted to the size of our sample (N=30, T=10) 
and shows that in the case when N=30, T=10 LSDVC produces the smallest bias for 
γ when γ = 0.2, while for moderately and highly persistent dependent variable BB 
shows the least bias. For β, AB estimator produces the smallest bias in more than half 
of designs. When RMSE is observed, the LSDVC estimator is the most effective in 
almost all combinations. Therefore, the results of this study can be interpreted in fa-
vor of LSDVC but also both GMM estimators. We will base our conclusions on both 
the difference GMM and the LSDVC estimator.

Difference GMM starts from the differentiation of equation (2) to exclude indi-
vidual heterogeneity. After model transformation the regression variables (now the 
first differences) were correlated with the residuals. Since it is known that the OLS 
estimators would be biased and inconsistent, it is important to include instrumental 
variables that are well correlated with the first differences, but not with the residuals, 
although they will not be formal regressors. The lagged values of the untransformed 
variables are the first candidates for the instrumental variables, but the lagged values 
that come later in the future will have less significance and will not be good instru-

above) and β is a vector of regression coefficients. # = [#!"] is individual heterogeneity and 
) = [)!"] is random variable. However, one issue remained unresolved by applying this 
estimation. The dependent variable is characterized by path dependence and, therefore, the lag 
of the dependent variable (y(-1)) should be included as a regressor leading to correlation with 
# and endogeneity. Namely, in this case model (1) takes the form (dynamic panel model): 

! = 8!(−1) +	#$ + &' + # + 	).                                                (2) 
If the correlation between y(-1) and # is ignored, OLS estimators would be biased and 
inconsistent. Therefore, when estimating the parameters of a dynamic panel model, there are 
different estimators whose suitability varies depending on the sizes of the spatial and time 
component of the model. Equation (2) implicitly assumes strictly exogenous regressors, so 
LSDV estimator and corrected LSDV estimator (LSDVC) are possible options. The poor 
properties of the LSDV estimator ruled it out as an adequate choice, but the relatively small 
variance (and thus efficiency) made it the basis for the construction of Kiviet (1995) LSDVC 
estimator. Based on the previous section, however, we conclude that our variables are most 
likely not strictly exogenous. In such circumstances, an LSDVC estimator would not be the 
optimal choice, so it is necessary to apply estimators that allow for potential endogeneity in the 
model i.d. (Anderson and Hsiao, 1981, 1983 – hence AH), difference GMM (Arellano and 
Bond, 1991 - hence AB) or a system GMM estimator (Arellano and Bover, 1995; Blundell and 
Bond, 1998 – hence BB). The choice of the appropriate estimator depends on the suitability for 
the panel model with a small-time dimension (T = 10). Some simulations (Judson and Owen, 
1999; Buddelmeyer, Jensen, Oğuzoğlu and Webster, 2008) allow the use of LSDVC, AH or 
difference GMM estimators. Their common conclusion is that, according to the bias 
assessment, LSDVC is the best estimator if the dependent variable is weakly persistent, and 
that an OLS estimator (small T and N) or GMM / AH estimator can be used for persistent series. 
The simulation Škrabić Perić (2019) is best adapted to the size of our sample (N=30, T=10) and 
shows that in the case when N=30, T=10 LSDVC produces the smallest bias for γ when γ = 0.2, 
while for moderately and highly persistent dependent variable BB shows the least bias. For β, 
AB estimator produces the smallest bias in more than half of designs. When RMSE is observed, 
the LSDVC estimator is the most effective in almost all combinations. Therefore, the results of 
this study can be interpreted in favor of LSDVC but also both GMM estimators. We will base 
our conclusions on both the difference GMM and the LSDVC estimator. 

Difference GMM starts from the differentiation of equation (2) to exclude individual 
heterogeneity. After model transformation the regression variables (now the first differences) 
were correlated with the residuals. Since it is known that the OLS estimators would be biased 
and inconsistent, it is important to include instrumental variables that are well correlated with 
the first differences, but not with the residuals, although they will not be formal regressors. The 
lagged values of the untransformed variables are the first candidates for the instrumental 
variables, but the lagged values that come later in the future will have less significance and will 
not be good instruments. Therefore, too many (as well as too few instruments) can degrade the 
quality of the model (Roodman, 2009). The validity of the instruments is tested using the 
(Sargan, 1958) test which is quite sensitive so it can lead us to the wrong conclusion. Kiviet 
(2020) recommends accepting the null hypothesis in the Sargan test if the p-value is at least 
between 0.1 and 0.2. Based on additional proposals (Kiviet, 2020), a model estimating 6 
parameters (our basic model) should have approximately 10 to 30 instruments. 

Another important property relates to the absence of autocorrelation. The instrument 
will not be correlated with the residual only if there is no autocorrelation in the residuals. Due 
to the regressors in the first differences, the absence of autocorrelation of the second and higher 
orders is required (Arellano and Bond (1991) or AB test). Moreover, first-order autocorrelation 
is necessary since its absence could also mean poor model specification. Kiviet (2020) 
recommends that the first-order autocorrelation be accepted, and that in the Arellano-Bond 
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ments. Therefore, too many (as well as too few instruments) can degrade the quality of 
the model (Roodman, 2009). The validity of the instruments is tested using the (Sar-
gan, 1958) test which is quite sensitive so it can lead us to the wrong conclusion. Kiviet 
(2020) recommends accepting the null hypothesis in the Sargan test if the p-value is at 
least between 0.1 and 0.2. Based on additional proposals (Kiviet, 2020), a model esti-
mating 6 parameters (our basic model) should have approximately 10 to 30 instruments.

Another important property relates to the absence of autocorrelation. The instrument 
will not be correlated with the residual only if there is no autocorrelation in the residu-
als. Due to the regressors in the first differences, the absence of autocorrelation of the 
second and higher orders is required (Arellano and Bond (1991) or AB test). Moreover, 
first-order autocorrelation is necessary since its absence could also mean poor model 
specification. Kiviet (2020) recommends that the first-order autocorrelation be accepted, 
and that in the Arellano-Bond second-order autocorrelation test the null hypothesis be 
accepted with a p-value at least between 0.05 and 0.15. Thus, it can be roughly said that 
the p-values for both the second-order autocorrelation and for the Sargan test should be 
at least about 0.2 so that we can be relatively sure that the model is acceptable.

A third important property for valid instruments is the absence of a unit root since 
model estimation simulations are created assuming stationary series4. 

Special applications have been created that can perform GMM estimation with a 
significantly reduced number of instruments. One of them (xtdpdgm recommended 
by Kripfganz, 2019) is applied in this article as well. Of course, the set limits on the 
instruments are also reflected in the results, so the total number of estimated regres-
sions is equal to 35.  Clearly, not all of them can be presented in this text, so a few will 
be singled out and the conclusions of the remaining ones will be outlined. A table 
with estimates of the panel model is left for appendices (table 5). 

The selection of regressions for Table 5 was derived from the Andrews - Lu cri-
terion (Andrews and Lu, 2001) - the first 11 regressions with the lowest value of the 
BIC criterion were taken. The reason for such a large number of regressions stems 
from the fact that the lower values   of this criterion do not simultaneously reflect the 
recommendations of Kiviet (2020) and Kripfganz (2019). They also suggest that even 
dummy variables for individual years should never be neglected. In such a case, the 
number of parameters would increase (in our sample to 15) and thus the number of 
instruments (minimum 19 and the maximum limit is between 29 and 44). The BIC 
criterion is the smallest in regression with time effects, but the number of instru-
ments is also the largest – 50 (GMM 1). In other estimated regressions, the number 
of instruments decreased but remained higher than 30, so only in the 10th regression 
is the acceptable 29, and in the 11th regression even better 255. Due to the smallest 
number of instruments, the last regression was extended with time effects (GMM 
12), but in such a model, first-order autocorrelation was not confirmed, so the model 
is not suitable. In both the first and last regression, the time effects are statistically 
significant (last row of Table 5), but the last model is not appropriate.
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Regardless of the number of instruments, all estimated and shown regressions 
lead to a similar conclusion: there is a positive and statistically significant relation-
ship of the PME variable with the INST, EXP and TAX regressors, while the rela-
tionship with CORRUPT is negative but not significant when time effects are includ-
ed. The variables EXP and TAX are also significant but this will be commented on 
later. There is a significant change in the model with the inclusion of time effects 
since there is a significant increase in the parameter with the variable INST, but also 
a significant decrease in the coefficient with the lag of the dependent variable. Such a 
result could suggest the possibility that the shock in the INST variable could contrib-
ute to a significant short-term effect on PME that could disappear more rapidly over 
time. However, due to a large number of parameters, time effects were not monitored 
in all regressions. Although Kiviet (2019) and Kripfganz (2020) recommend the in-
clusion of time effects, from the penultimate and last column of Table 5 we notice that 
this may also worsen the model. 

The results presented in Table 5, however, do not sufficiently reveal their robust-
ness since they present approximately one-third of the estimated regressions. In the 
twelve estimated regressions, all variables were significant and most of them were 
already presented in Table 5 (two versions of 21 and 17 instruments were omitted). 
In the next five regressions (14%), the significant variables are INST and CORRUPT. 
One of these variables is significant in eight cases or 23% while none of them is 
significant in seven regressions or 20%. Finally, we also have 3 regressions in which 
there is only a significant time lag of the dependent variable (9%). Most of these re-
gressions are omitted from Table 5 for the following reasons:
1. Higher values   of MSN criteria (BIS) than those shown in the table;
2. Diagnostic problems. Some of them did not pass the autocorrelation test, which is 

a sign of misspecification. Most also have p-values   of the Sargan test at the limit 
recommended by Kiviet (ranging mostly from 0.12 to 0.15), but this does not 
mean that the model is completely unusable (see Kiviet (2020) comments);

3. Additional regressions would increase the already large dimensions of the article.
If we exclude the ARDL specification (since it also contains time lags of regression 

variables - 14% of all regressions), individual variables can also be commented on:
1. The variable INST had a negative sign in only 3 cases, and was statistically signifi-

cant in 19 cases (54%);
2. The variable CORRUPT had a positive sign in only 2 cases, and was statistical-

ly significant in 14 cases (40%). This result is quite surprising for two reasons: 
primarily this is not detected in the static panel model6 (except in the case of the 
first difference estimator) since the parameter is positive but insignificant; second, 
it also implies that a higher degree of corruption contributes to better product 
market efficiency, which is contrary to our expectations. However, the correlation 
matrix shows an almost perfect positive partial correlation between the variables 
PME, INST, and CORRUPT. Clearly, it cannot detect which correlation is direct 
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and which through another variable - e.g., the INST variable could also “trigger” 
a correlation between PME and CORRUPT. The introduction of the time lag of 
the dependent variable as a regressor certainly emphasized the degree of multicol-
linearity that contributed to the erroneous sign of the CORRUPT variable7;

3. The variable EXP had a negative sign in 6 cases, but was statistically significant 
in 18 cases (or 51%). But in all cases the sign of the parameter was very close to 
zero. Such a result suggests the possibility that a correlation between PME and 
EXP should rather be sought in the opposite direction, but this is not the subject 
of this paper;

4. For the TAX variable, the parameter was negative only once, and the significance 
was confirmed in 25 regressions (71%). The significance of this variable is the 
most probable, but also the magnitude of its parameter varies the least (according 
to the coefficient of variation which is about 52%). The sign and parameter size 
of this variable also suggests the possibility that causality could go from PME to 
TAX which is not explored in this paper.
From all the above, it can be concluded that we have presented the best and most ap-

propriate results in Table 5, but that the relationship still cannot be considered robust8.
Although robustness has not been confirmed, these results can be related to the 

first hypothesis. They show that poorer quality of institutions is associated with lower 
efficiency of product markets. According to the first hypothesis, the quality of insti-
tutions is significantly lower in small economies, Mediterranean economies, post-so-
cialist economies and Croatia compared to the rest of the EU. According to these 
results, these groups of countries should also achieve a lower levels of product market 
efficiency, as suggested by Tables 3, 4 and 5 (Appendix). The last part of Table 3 also 
leads to the conclusion that the quality of institutions and the efficiency of the product 
market should be the weakest in Croatia. Therefore, the obtained results should be 
interpreted in the context of Croatia in the next session.

Comments of results with a special focus on Croatia 

The results of the previous analysis can be applied to Croatia - the poor quality of in-
stitutions in Croatia also has an adverse effect on the efficiency of the product market. 
Nevertheless, research on the economic consequences of this historically poor quality 
of institutions in Croatia is rare, but several papers can be singled out: Franičević and 
Bićanić (2007), Ivanković (2017) and Kotarski and Petak (2019). All of these selected 
papers emphasize the negative consequences of poor institutional quality in Croatia, 
focusing mainly on clientelism, and show its disastrous effects on economic growth. 
We have expanded the existing empirical analyzes with the intention to determine 
the impact that institutions have on the efficiency of the product market in Croatia. 
Therefore, we ask the question: which components of institutions are particularly bad 
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and adversely affect the competitiveness of Croatia. Historical, geographical, cultur-
al, demographic and economic reasons justify comparing the quality indicators of 
institutions in Croatia with the same indicators in Slovenia. 

All presented figures 2 – 4 in the Appendix compare the position of Croatia with 
Slovenia. Figure 2 shows the ranks of subcomponents within the Institutions and 
Product market efficiency for Croatia and Slovenia according to the older GCI meth-
odology (2017-18) while Figure 3 shows identical components according to the to the 
latest methodology (GCI 2018-19). The analysis of institutions in Figure 2 shows that 
Croatia has a rank of 100 and worse in almost 60% of components, while in only 
three cases it achieves a position more favorable than 50th place (poor results even 
in the global context). In comparison, Slovenia’s position in the same subcomponents 
in approximately 50% of cases is between 50th and 100th place. The second chart of 
Figure 2 shows the positions of Croatia and Slovenia in the efficiency of the product 
market. While Slovenia achieves a better result than 50th place in more than a half 
of the subcomponents, Croatia generally achieves a placement below 80th place. Ac-
cording to the latest methodology (GCI 2018-19), Slovenia also shows much better 
results in these components than Croatia (Figure 3).

The quality of the institutional framework is also reflected in the ease of doing 
business. The attitudes of entrepreneurs regarding this are presented in Figure 4 but 
the structure of responses differs. Common to both countries is inefficient govern-
ment bureaucracy as one of the five main problems faced by entrepreneurs. It often 
appears to be the most important in Croatia, while in Slovenia its importance has in-
creased in the context of the recent crisis, although it has also been important before. 
Between 2009 and 2015, Slovenian entrepreneurs highlighted access to finance as the 
main problem. In 2016 and 2017, tax rates and inefficient government bureaucracy 
became their main problems. Similarities between Croatia and Slovenia also exist in 
the fact that their entrepreneurs do not consider crime and fraud, inadequate supply 
of infrastructure, foreign currency legislations, inflation as problematic factors in do-
ing business. 

Although nowhere (not even in Slovenia) are the institutions perfect, the some-
what greater importance that Croatian entrepreneurs attach to inefficient government 
bureaucracy (2017 21% vs. 16.5% in Slovenia), corruption (2017 11.5% vs. 5.4% in 
Slovenia) and policy instability (2017 13.4% vs. 8.4% in Slovenia) clearly shows how 
the poor the quality of institutions makes it difficult to do business in Croatia and thus 
contributes to lower efficiency of the product market.

Conclusions 

This paper aimed to test if there is a positive impact of the quality of institutions on 
the product market efficiency in the EU. The text is based on testing two hypothe-
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ses: first, that smaller EU members, the Mediterranean, and post-socialist economies 
have poorer quality institutions, poorer product market efficiency, and higher levels 
of corruption; and second, that poorer quality of institutions and higher levels of 
corruption may be associated with reduced product market efficiency in EU member 
states. The first hypothesis was proved by testing the equality of arithmetic means, 
while dynamic panel analysis was applied to prove the second hypothesis.

When testing the dynamic panel analysis, it was necessary to select the appropriate 
regression variables, which were the quality of the institution, the level of corruption, 
exports, and tax revenues. We expect that greater freedom from corruption and better 
quality of institutions contribute to improving the efficiency of the product market. 
Only in the case of tax revenues we have not decided in advance on the expected sign 
of the correlation, while in the case of exports a positive correlation is expected. We 
did not assume strictly exogenous regressors which allowed the application of the 
GMM in the estimation of the regression model. The results depend on the number 
of instrumental variables. However, most of them point to a positive link between 
the quality of institutions and the efficiency of the product market. The parameter 
with corruption control is negative which is most likely due to multicollinearity. We 
expected a negative parameter, but with the GMM estimator this is achieved only 
when the variable INST is excluded from the model. In most cases, the significance 
of the tax revenues has been confirmed, and the sign of the connection is positive. 
Exports are significant in half of the cases, but all parameters are very close to zero. 
The results for the last two variables suggest the possibility that causality is more 
appropriate to look for in the opposite direction but this has not been tested here.

The obtained results are especially commented in the context of Croatia and Slo-
venia. The quality of the institutional framework and the efficiency of the product 
market are at a lower level in Croatia compared to Slovenia. Institutions certainly 
shape the degree of difficulty of doing business in both countries. It is indicative 
that Croatian entrepreneurs attach more importance to inefficient state bureaucracy, 
corruption, and policy instability than Slovenian ones, which clearly shows how the 
institutional framework makes it difficult to do business in Croatia and contributes to 
less efficient product markets. 

It should also be borne in mind that research into the factors influencing product 
market efficiency is extremely rare, especially in EU Member States. Therefore, no 
definitive answer can be expected from our research, but it represents an important 
contribution. In the text, we have made it clear that the obtained connections are not 
considered robust, so with more precise data and longer time series, future research 
will provide the final answer. 
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Table 6 Static panel and LSDVC estimation

Static panel model LSDVC

RE FE First 
differences AH AB BB

L.PME - - - 0.88*** 0.68*** 1.25***
(0.11) (0.06) (0.02)

INST 0.42** 0.40*** 0.55*** 0.42*** 0.09 0.06
(0.15) (0.11) (0.06) (0.09) (0.06) (0.06)

EXP 0.00** 0.00 -0.00** 0.00 0.00 -0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

CORRUPT 0.01 0.01 -0.10** 0.02 0.07** 0.08**
(0.09) (0.07) (0.04) (0.05) (0.03) (0.04)

TAX 0.00 0.00 0.00 0.02*** 0.02*** 0.02***
(0.00) (0.01) (0.00) (0.01) (0.01) (0.01)

Intercept 2.57*** 2.59*** 0.02*** - - -
(0.41) (0.23) (0.01)

Observations 308 308 280 280 280 280
Id 28 28 28 28 28 28

Note: Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1. The variables are differenced in the first dif-
ferences model. 

Source: Own calculations
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1 Why small countries are highlighted in this hypothesis is explained later in this paper.
2 Since institutions are not created overnight, the length of a state’s independence can be an important 
determinant of the quality of institutions. In our sample only two countries gained independence in the 
19th century by separating from the Ottoman Empire, and that all others were created after 1918 by the 
collapse of the Russian Empire and the Austro-Hungarian Monarchy. But the independence of most of 
the countries analyzed was limited after World War II due to dependence on the Soviet Union.
3 According to the criteria of Bräutigam and Woolcock (2001), the small countries of our sample 
(new EU) are: Cyprus, Croatia, Estonia, Ireland, Latvia, Lithuania, Malta and Slovenia. Mediterranean 
countries are Cyprus, Croatia, France, Greece, Italy, Malta, Portugal, Slovenia and Spain. Post-socialist 
countries are Bulgaria, Croatia, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, 
Slovak Republic and Slovenia.
4 The Levin, Lin and Chu (2002) test (hence LLC) showed that only TAX is not stationary. Some 
regressions include TAX in the first differences but none in the top 11 best regressions.
5 The number of instruments could also be reduced by satisfying Kiviet (2020) recommendations 
for the Sargan test and the autocorrelation test if some regression variables are considered strictly 
exogenous.
6 Table 6 in the Appendix shows an estimate of the static panel model (random effects RE, fixed effects 
FE, and first differences FD) where the significance of the INST variable is confirmed, but the FD 
estimator has similar results as the difference GMM.
7 This problem is not eliminated if the CORRUPT variable is strictly exogenous, but then the parameter 
of the INST variable is significantly increased. Multicollinearity is eliminated only by excluding the 
INST variable from the model. Although the values of Sargan statistics, autocorrelation test, and 
number of instruments are acceptable, such action is not justified by information criteria. Furthermore, 
according to the results so far, the INST variable was one of the most important in all equations.
8 Table 6 in the Appendix also contains LSDVC estimator values assuming that all regression variables 
were exogenous. Consistent estimators (AH, AB or BB) are used in LSDV estimator correction. 
Depending on this, three LSDVC estimator values can be obtained that lead to different conclusions. 
The closest to the presented results from Table 5 is the first LSDVC (based on AH estimator) where all 
parameters are positive, but (with lag of the dependent variable) only INST and TAX are significant. 
Compared to Table 5, the gamma parameter is higher in all LSDVC estimators, but the assumption of 
strictly exogenous regressors is unlikely to be correct.
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